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FOREWORD 
 
Dear Authors and Esteemed Readers, 
It is with deep fulfilment that I write this foreword to the maiden edition of the Proceedings of the International Conference on Global and Emerging Trends (ICGET) 2018, held at Abuja, Ni-geria with sessions held in parallel at Johor Bahru, Malaysia on May 2 – 4, 2018. The conference theme is ‘Global Trends: Visions, Opportunities & Challenges for a Sustainable Future’. As the maiden event in the series, ICGET 2018 provides a forum for reporting the latest developments in global and emerging trends from multidisciplinary perspectives. I am pleased to present the proceedings of the conference as its published record. 
A total of 83 submissions were received, of which 55 were accepted. 41 were presented in Nige-ria, 12 in Malaysia, and 2 online. There were also several non-presenting participants and ob-servers who were present for the sheer purpose of learning. ICGET participants represent 3 con-tinents and 5 countries. The paper submission and reviewing process was managed using the Microsoft Conference Management Tool (CMT), and every paper was reviewed by minimum of two reviewers with Ph.D in the respective field. Though the CMT learning curve was steep for many of the authors and reviewers, it represented a good experience in line with the conference theme. We thank all authors and participants for their contributions and for their patience and willingness to learn. We are most grateful to the external reviewers, for their hard work in the prompt and sound review of submissions. Much appreciation also goes to the secretariat and publication team for their commitment, availability and support for authors and reviewers dur-ing the entire process. 
There were two invited keynote presentations, a workshop and two plenary sessions addressing issues related to the conference theme. Dr. Mohamed Kasim Abdul Jalil, Associate professor of Mechanical Engineering from Universiti Teknologi Malaysia presented the first keynote on ‘Global Trends in Higher Education: Challenges and Opportunities’ while Mr. Chet W. Sisk, Fu-turist and Founder of Lead Global, from Denver, Colorado, spoke on ‘Moving from Profit to Abundance: Trends Indicating the Rise of the Ubuntu Economy’ in the second keynote. The two keynote addresses presented the conference theme from academic and secular perspectives re-spectively. There were plenary presentations on ‘The future of social interactions and network-ing’ and ‘International Development Opportunities for Researchers & Academics’. Together, the various sessions lent exceptionally rich perspectives to the conference theme. The conference program represents the efforts of many people, including the indefatigable members of the local and international organizing committee, to whom gratitude alone is insufficient. 
This book of Proceedings will serve as an excellent reference book that will inspire further study and research in the areas covered. ICGET 2018 is the first in the series, and though by no means perfect, it stands out as a noble attempt at something great. 
We look forward to the future with you. 
Thank you. 
The Editors, ICGET 2018 
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 It is our pleasure to welcome you all to the maiden edition of the International Conference on Global & Emerging Trends (ICGET). The theme of the confer-ence is ‘Global Trends: Visions, Opportunities and 
Challenges for a Sustainable Future’, hence, discus-sions, presentations and other activities during these three days will focus on this description of the journey to our collective future as mediated by trends in tech-nological development. The various changes around 

us are only pointers to greater changes we can expect in the nearest future. Hence, transformations in the indus-trial sector, in communication and the entirety of human interaction places a demand on us researchers and academicians to become more pragmatic in our approaches and research, so we are prepared to take advantage of forums like ICGET. All delegates were enriched by the various sessions and we look forward to better research, and richer collaborations following ICGET 2018. Once again, our thanks to all VIPs, other speakers, special guests, representatives of various institutions and all local and internation-al delegates. It is our hope that the experiences of ICGET 2018 will be remembered for a long time to come. Thank you very much and wishing you all the best.   
 

 The International Conference on Global & 
Emerging Trends (ICGET) is geared towards the 
fulfilment of the vision of creating a platform for 
sound academic networking and showcasing of 
visionary, multidisciplinary research, develop-
ments, and technologies, in line with global 
trends. ICGET is an initiative of Global Trends 
Academy (GTA), a forum of seasoned academi-

cians with a vision to raise the re-
search bar in the developing world. It 
aims to do this by fostering academic 
and research collaborations among 

researchers and institutions from developing economies and the rest of the world, and sponsor global 
intellectual gatherings as well as link researchers with international development opportunities and pro-
promote dissemination of research findings from various fields. Seasoned academicians, experienced 
and budding researchers, research students and intending scholars are all welcomed by the GTA team. 
ICGET 2018 is the first in its series, and it was indeed a rich experience for all participants. On behalf of 
the local and international organizing committees, I appreciate keynote speakers from Malaysia and 
America, all VIPs, plenary speakers and workshop facilitators from various parts of Nigeria, invited 
guests, institutional representatives, and all senior and upcoming researchers who made the ICGET 2018 
experience a memorable one. We high hopes that ICGET 2018 will birth outstanding future collabora-
tions among delegates. Thank you all. 

CONFERENCE CHAIRS  

PROGRAM CHAIRS  

Prof. Nor Haniza Sarmin Universiti Teknologi Malaysia Dr. Kumar Laxman Univ. of Auckland, New Zealand 

Dr. Bosede Iyiade Edwards Imagineering Institute,  Iskandar Puteri, Johor. Malaysia 
Dr. Yusuf D. Opaluwa Federal Univ. of Technology Minna. Nigeria 



Proceedings of ICGET 2018  

x  

 
Dr. Bosede I. Edwards, Imagineering Institute, Malaysia  -General/Programme Chair 
Dr. Yusuf D. Opaluwa, Fed. Univ. of Tech., Minna. Nigeria -Programme Co-chair 
Dr. Nyangwarimam O. Ali, Universiti Teknologi Malaysia -Chairman, Secretariat Committee 
Dr. Olakunle Elijah, Universiti Teknologi Malaysia   -Chairman, Publicity Committee 
Caleb Chinedu George, Univ. Tun Hussein Onn, Malaysia -Chairman, Media & Design Committee 
Dr. Olagoke Oladokun, University of Maiduguri, Nigeria  -Chairman, Corporate Rel. & Protocols 
Eberechukwu. N. Paulson, Universiti Teknologi Malaysia  –Chairman, Welfare Committee 
Dr. Atilola Moses Idowu, Federal Polytechnic Offa, Nigeria -Chairman, Logistics 
Mr. Danboyi Amusuk, Universiti Teknologi Malaysia  -Chairman, Finance Committee 
Mr. Olanrewaju Steve Edwards       -Member, Secretariat Committee 
Mr. Stanley O. Esaduwha, Fed. Coll. of Educ., Yola. Nigeria -Webmaster  
Dr. Felix Olorunfemi, NISER, Ibadan, Nigeria    -Member, Scientific Committee  
Dr. Baba Adams Ndalai, Fed. Polytechnic Idah, Nigeria  -Member, Scientific Committee 
Dr. Banjo Adekiigbe, Fed. Polytechnic, Ede. Nigeria   -Member, Scientific Committee 
Dr. Mallam A. Babikkoi, Fed. Coll. of Educ., Yola. Nigeria  -Member, Scientific Committee 
Dr. Ademola Adeyemi, Fed. Polytechnic, Kebbi. Nigeria  -Member, Scientific Committee 
Esther D. Kadarko, Univ. Technology Petronas, Malaysia  -Member, Scientific Committee 
Dr. Ezekiel Ogunbode, Fed. Univ. of Tech., Minna. Nigeria -Member, Scientific Committee 
Dr. Hamman Tukur Gabdo, Baze University, Nigeria   -Member, Scientific Committee 
Dr. Kalu Joseph Ufere, ATBU, Bauchi. Nigeria    -Member, Scientific Committee 
Engr. Ademola B. Raheem, Universiti Teknologi Malaysia -Member, Publicity Committee  
Dr. Anthony Adjei Twum, Kumasi Tech. Univ., Ghana  -Member, Publicity Committee 

CONFERENCE COMMITTEE  



Proceedings of ICGET 2018  

xi  

 
 
 

Global Trends in Higher Ed-ucation: Visions, Opportuni-ties & Challenges for a Sus-tainable Future.  
Higher education is increasingly seen by many countries as a major con-
tributor to national revenue and economic development. In order to 
maintain global relevance, many leading universities throughout the 
world have focused on internationalising both teaching and research ar-
eas to drive continuous improvement of the quality assurance standards 
and international criterion of their education systems. Universiti 

Teknologi Malaysia’s experience in developing international education highlights major success factors 
that improve its global reputation as a higher education destination for international students. The op-
portunities, the associated challenges and the lessons learnt can inspire efforts in other parts of the 
globe, and especially in the developing world. 
 
 
 

Moving from Profit to 
Abundance: Trends Indi-
cating the Rise of the Ub-
untu (Sharing) Economy. 

 
A perfect storm of events has materialized, forcing us to re-evaluate the 
current socioeconomic structure in the world. The Fourth Industrial 
Revolution, Climate Change and the emergence of Ubuntu (sharing) as a 
philosophical construct is providing fertile ground for people around the 
world to ask: How do we leverage the emerging technologies into creat-

ing utopia? Is there an opportunity in climate change that will make us take a harder look at how we 
organize cities? How will a Southern African philosophy change the way we’ve constructed societies? 
Futurist Chet W. Sisk will share details of a proof of concept model that gives us a hint to answers. He’ll 
also outline visionary and inspiring possibilities that our current world situation provides. His message 
is practical, hopeful and global. 
 

KEYNOTE SPEAKERS  

Futurist CHET W. SISK Life coach, Founder & President, Lead Glob-al, Denver, Colorado. Leadership develop-ment specialist at World Assemblies of Youth (WAY). 

Dr. Mohamad Kasim Abdul Jalil Associate Professor of Mechanical 
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Using Outdoor Activity to Enhance the Understanding of 
Science Concepts among Students from Non-Science 

Background 
Ahmed M.Kamaruddeen* 

Quantity Surveying Programme, University College of Technology Sarawak, Malaysia *qamaruddeen@yahoo.com   
Abstract—University programmes such as Technology Management programme requires students to be exposed to cer-tain science or engineering related courses such as Engineering Science irrespective of their background. The lack of expo-sure to such courses often poses challenges to both teachers and students in the teaching and learning process. This paper, therefore, examines the influence of learning object and learning activity on the understanding of science concepts by non-science students. The experiment was performed using two groups of students in Technology Management programme in a Malaysian university. While the first group of students, in the first semester, were not engaged with learning object and sporting activities that demonstrated the concepts of speed, distance, and displacement, the second group of students were fully engaged with it in the second semester.  The performance of students who were not engaged   was compared with the performance of the engaged students.  The descriptive statistics and analysis of variance were used to determine the differ-ences between the students’ performance in the first and the second semesters in Engineering Science course. The result showed that students’ performance in the second semester after being engaged   with the learning of object and sporting activities was better than the performance of the first semester unengaged students. The analysis of variance also showed a significant difference. The findings of this study suggest that engaging students with relevant learning objects or activity can enhance their understanding and facilitates knowledge transfer. 
Keyword—Physics concepts; Teaching & Learning; Outdoor Activity; Engineering Science 

1 INTRODUCTION  
Teaching science related courses such as Engineering Sci-ence (physics) to a group of university students having no science background can be very challenging. Likewise, the students do find it very difficult in comprehending the knowledge to be transferred to them. Teachers who find themselves in such a situation have to devise innovative means of transferring the knowledge to the students for learning to take place. As a result, there is a fast growing interest among researchers on new pedagogical style and learning approaches  to provide a more student-centred environment (Bannan, Cook, and Pachler, 2015; Beetham and Sharpe, 2013). However, each approach may be appli-cable to a specific set of students and environment. While the use of mobile phone may enhance the transfer of knowledge and knowledge construction (Kearney et al, 2015), Science and Engineering related courses such as Physics would require actual operation through outdoor activities to enable  students easy acquisition  of knowledge among the students (Vygotsky, 1978). In ad-dressing the challenges of teaching Engineering Science (physics) to a Malaysian university undergraduate stu-dents of Technology Management programme having no science background, this article compared the academic performance of students in two groups. The first group in the first semester were not engaged in any outdoor activi-ty. The second group in the second semester were en-gaged in outdoor activity related to the Engineering Sci-ence (Straight line motion in Physics). 

2 LITERATURE REVIEW 
Recently, scholars have increasingly focused on the best teaching methods that provide effective transfer of knowledge to the students. This concern has prompted the search for alternative teaching approaches that comple-ment the traditional method of teaching. One of such common alternative approaches is the student-centred learning that empowers students to take charge of their learning process.  In promoting a more student-centred learning ap-proach and  minimising  traditional teaching method also known as the teacher-centred learning approach, UNESCO (2012) and Christensen & Knezek (2018) pointed out the need for an instructional paradigm shift as a means to achieving a fundamental change in the way students learn.  The student-centred learning is in line with the Vygotski-an’s (1978) classroom principles which anchor on the on social constructivism theory. It suggests that ‘‘Learning and development is a social, collaborative activity’’ and ‘‘Classroom activity should be reality-based and applicable to the real world’’ (Vygotsky, 1978). In the same line of reasoning, Lave &Wenge (1998) and Brown (1991) stated that learning should be a processes by which people share ideas and strategies to build solutions and innovations as they interact. Teaching experience has shown that students will likely interact or come together as a group when they are engaged through group assignment or projects. Engaging students outside the classroom enables them to acquire a comprehensive knowledge through experience 
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which becomes indelible. In this type of learning, academic knowledge or information is not acquired from only a source such as text books; learning is rather interiorised to enable students generate their knowledge through indi-viduals’ experiences (Costa, 2015). Beyond the traditional teaching and learning which anchors on teacher-centred approach, classrooms should rather be a place for constructivist activities and communi-ties of practices (Atif, 2013).  In essence, classrooms can also be used to engage students with activities that can enhance their learning process as well as transferring of knowledge. Therefore, using the traditional teaching alone as a means of transferring knowledge to the learners has been challenged by scholars. This practice has been largely criticized because it is known to present concepts that can be found in standard textbooks and does not provide op-portunity for learners’ engagement and experience in a classroom (Atif 2013).  Past studies have shown that a single type of student centred learning might not be necessarily the best practice for a particular group of students or all fields of study.  Consequently, scholars and educator have continuously been in search of the best approach and style to use for transferring knowledge to any particular group of stu-dents. Wang Jou, Lv, and Huang (2018) separately exam-ined the influence of model-based flipped classroom sup-ported by modern teaching technology on students’ over-all performance in communication and cooperation, appli-cation and learning, curriculum learning, and participa-tion. The model-based flipped classroom supported by modern teaching technology provided significant im-provement and academic performance. The Flipped classroom practice reverses the two phases of knowledge transfer and knowledge construction that take place in any traditional education process. While knowledge transfer happens when teachers teach, knowledge construction happens after the class but can only be achieved when the students do assignments, homework, actual operation or practice. In essence, knowledge construction among students in the traditional education system will largely depend on the extent of their engagement through practice. In the same vein, Resnick (1987) affirmed that the means by which learner’s process, absorb, and apply learned knowledge is largely dependent on the methods of using existing knowledge, experiences, and cognition to interpret new external information on the part of the learners. In Flipped classrooms, knowledge transfer happens after the class and knowledge is constructed in the class-rooms. The former is achieved with the support of infor-mation technology while the latter is completed in class-rooms with the help of teachers and fellow classmates. The practice of flip classrooms aims to improve the students’ acquisition of knowledge, increasing opportunities for knowledge construction and reducing the difficulties en-countered in the learning process (Wang et al. 2018). The free fall motion experiment has advanced our understanding of the mechanism of knowledge construc-tion among students.  The outcome of the experiment sug-gests that while students may physically demonstrate new and correct scientific constructed concept, their knowledge will not be reconstructed. The students will instead acti-

vate correct concepts while suppressing existing precon-ceptions after accepting the new knowledge (Petitto, Holowka, Sergio, Levy, & Ostry, 2004). This experiment has demonstrated that for the knowledge construction process to happen, pre-conceptions must be suppressed without any disruptive reconstruction taking place.  Hence, the routes of constructing knowledge involve the process of assimilation or accommodation. Knowledge construction has been described as progressive suppres-sion of previous impressions similar to the processes of assimilation and accommodation. Knowledge construction is not a sudden transformation, but a constant and gradual process (Wang, Lv, Jou, & Zhang, 2016). Unpinned by the cognitive-development theory, as-similation has been described “as the process by which new external stimulus is incorporated into existing cogni-tive structures of an organic entity and how new knowledge adapts to existing information; accommodation is where the host changes its own cognitive structure to adapt to new changes to the environment” (Wang, Lv, Jou, & Zhang, 2016).  
3 METHOD 
3.1 Procedure of Outdoor Activity Students were instructed to download a recorded football match of their choice from YouTube. Prior to watching the football match, they were asked to draw a football field to scale on an A4 paper. While watching the football match, they were told to concentrate on any kick of the ball or shoot that led to scoring. The position of the footballer that kicked or shot the ball was marked on the A4 paper. The time the ball was kicked and entered into the goal post was recorded. The approximate distance of the ball from the point of kicking to the goal post was obtained by mark-ing the similar point physically on a real football field and measured physically using a tape rule. The speed of the ball was obtained by dividing the distance of the ball by the time it took the ball to reach the goal post. The differ-ence between the ball displacement and distance travelled by the ball was obtained.  
3.2 Data Collection The collected data were the end of semester results for two semesters. The two semesters were labelled Semester A121 and A122 based on the actual semester code used by the university in which the research was conducted. In semes-ter 121 (first semester), the students were taught in the classroom but were not engaged in outdoor activity like it was done in semester 122 (second semester). The end of semester result constituted 60% coursework (assignments and test). The remaining 40% was for the end of semester examination.  
4 RESULTS AND DISCUSSION 
4.1 Results The end of semester results of the 115 students in semester A121 comprising 47 students (40.9%) and A122 semester comprising 68 students (59.1%) were analysed using de-scriptive statistics. As shown in Table 1, the comparative 
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results of the two semester students indicated that in se-mester A121, no student score “A+”, 17.1% scored “A’, 19.1% scored “A-“, 19.1% scored “B+”, 17% scored “B”, 6.4% scored “B-“,  and 17% scored “C+”. In semester A122, 5.9% scored “A+”, 45.6% scored “A”, 16.2% scored “A-“, 20.6% scored “B+”, 4.4% scored “B”, 2.9% scored “B-“ and only 1.5% scored “C+”.  Table 1: Examination Results of Two Groups of Students  Grade A121 A122 
 Frequency Percentage Frequency Percentage 
A 8 17.0 31 45.6 A- 9 19.1 11 16.2 A+ - - 4 5.9 B 8 17.0 3 4.4 B- 3 6.4 2 2.9 B+ 9 19.1 14 20.6 C 1 2.1 1 1.5 C- - - 1 1.5 C+ 8 17.0 1 1.5 F - - - - X 1 2.1 - - 
 Figure 1 depicts the mean of the examination marks of Semester A121 and A122. The course work accounted for 60 percent of the overall semester result and the remaining 40 percent was the final exams. Both coursework and final exam amounted to 100 percent of the total mark.                Figure 1: Mean of Semester A121 and A122 Results For the coursework, results indicated that students from semester A122 semester had the highest average score (mean=77.29) compared to the other groups of students in semester A121. Similar results was also found on the final exams in which the students from the same semester A122 scored the highest marks (mean=82.38) compared with A121 (mean = 70.56). Overall results also indicated that students from A122 semester had the highest score (mean=80.30).  Figure 2 presents the percentage of the various grades among the students in semester A121 and A122. The per-centage of the students in Semester A121 that scored “A” and “A-” was 36.1%. The percentage of the students that scored grade “B+” was 19.1%. Grade “B” was 17.0% and grade “B-“was 6.4%. A better result was produced by stu-

dents A122 in which 5.9%  scored “A+”, 45.6% scored “A” and 16.2% scored “A-“.                 Figure 2: Frequency of the various grades in semester A121 and A122 Table 2 presents the mean score of the examination marks. The final semester results consisted of 60 percent of coursework (assignment and test) and 40 percent from the final exams. In semester A121, the mean score obtained was 77.27% which accounted for 66.37% of coursework. In the end of the semester examination, the mean score was 55.02% which accounted for 22.01% of the final semester examination. In semester A122, the mean score was 82.38% which accounted for 49.46% of the coursework. Mean score in the end of semester examination was 70.56% which accounted for 28.22% of the end of semester exami-nation. The total mean score in semester A122 was 77.75% compared with 68.49% in semester A121.  Table 2: Mean of Semester A121 and A122 Results                Mean  
      A121      A122   
Coursework      77.29      82.38   60 percent      46.37      49.46   
Final Exam      55.02      70.56   
40 percent      22.01      28.22   
Total (100%)      68.49      77.75   

 Table 3 shows the comparison of the mean result and in-dependent sample t-test to examine the differences be-tween the performance of the two groups of students in semesters A121 and A122.  For the coursework, results indicated that students’ performance from A122 semester had the highest average score (mean=82.38) compared to the other group of students in semester A121. Similar re-sults in the final exams revealed that the performance of students in   semester A122 had the highest score (mean=70.56). Overall results also indicated that students’ performance from semester A122 had the highest score (mean=77.75). Result of independent sample t-test indicat-ed statistical significant differences between the result of semester A121 and A122. The overall results were as fol-lows: coursework (t=-2.833, p<0.01), final exam (t=-4.563, p<0.01) and total score (t=-4.438, p<0.01). 

 



Proceedings of ICGET 2018 Kamaruddeen  

5  

 Table 3: ANOVA for Semester A121 and A122 Results 
 Semester (mean) T Sig. 
 A121 A122    
Coursework 77.2851 82.3825  -2.833 0.005 Final Exam 55.0213 70.5588  -4.563 0.000 Total  68.4894 77.7500  -4.438 0.000  4.2 Discussion  The higher academic performance demonstrated by stu-dents in semester A122 suggests that the sport outdoor activity that was used to engage the students has a signifi-cant impact on their learning and knowledge construction. The highest and lowest grade scored in both semester are four (4) “A+” and three (3) “C- to C+” grade in semester A122  compared to Semester A121 in which no student scored “A+” grade and a total of 9 students scored the “C to C+” grade. It can therefore be inferred that outdoor ac-tivities can enhance students’ learning process. The find-ings of this paper complement the existing body of knowledge on the impact of outdoor activities on students learning process (Lave & Wenge, 1998; Brown, 1991; & Costa, 2015). 
5 CONCLUSION 
This paper has advanced our understanding on the impact of using outdoor activities to enhance students’ learning process. This paper has demonstrated that students with no science background can still be taught basic science concepts by incorporating outdoor activities into their learning process. This paper has demonstrated that the engaged students in semester A122 performed better than the unengage students in semester A121. The difference in the class size of the students in semester A121 and A122 is a major limitation to this paper. Future research could ex-amine the same set of students to minimize the diversity among two groups of students.  
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Abstract - This study aimed to determine the effects of problem-based learning on students’ achievement and attitudes towards chemistry. Quantitative method was used. Data were obtained via pre/post-test, treatment-control groups and attitude questionnaire administration. The population was all NCE II chemistry students of Federal College of Educa-tion, Yola. Purposeful sampling technique was used in selecting a sample of fifty (50) students divided into experimental (EG) and control (CG) groups. Chemistry Achievement Test (CAT) and open-ended attitude scale questionnaire were used. The instruments were subjected to experts’ opinion, their comments and observations were effected for validity. The experimental group was taught using problem-based learning approach for a period of 30 class hours and a traditional lecture method was employed on the control group. Questionnaire was administered on the experimental group. The data were analyzed using t-test and descriptive statistics. Findings revealed that, implementation of problem-based learning had positive effects on students achievement and attitudes towards learning chemistry. It also revealed that gender has no effect on students’ achievement when expose to PBL. The researchers concluded that PBL enhances students ‘achieve-ment and attitude toward chemistry. They recommended for government and private sectors to encourage teachers adapt PBL approach, improve infrastructure, welfare of students and teachers through adequate funding.     Keywords: Achievement; Attitude; Chemistry; Effects; Problem-based learning.  

1. INTRODUCTION 
STUDENT’S ability to make connection with real life situa-tions is important as these abilities are needed by their employers.The present science curricula being implement-ed are alwayscriticized of not producing students with enough experience and skills to solve problems and chal-lenges of the imagined global trends [1].The basic aim of education is to enable individuals become effective prob-lem solvers. It is therefore important for students to face real problems in their learning environment and proffer appropriate solutions to these problems [2][3]. The most convenient approach for achieving this in learning envi-ronments is the use of student-centered approach of learn-ing such as the problem-based learning(PBL). Theglobal emerging trends in the pedagogical practices are ap-proacheswhere learners take the responsibility of their learning and the opportunity to participate adequately in learning process as the teacher become a guide. These ap-proaches helps students develop problem-solving skills and higher achievement in learning  [4].PBL is rooted in Dewey’s “learning by doing and experiencing” principle [5].  
2.0  LITERATURE REVIEW 
Lecture methodof teaching chemistry has been practiced for a long period in secondary and tertiary education whereteacher dominates the learning process through lec-

tures and note taking. Students had to connect what they learn from the superficial abstract contents delivered by teachers in classes with the real worldlife problems in the society[6]. After more than two decadesof lecture method of teaching which fails to yield positive effects on students learning, constructivism theory of learning supporting student-centered learning process is getting more attention of stake holders in education. The theory emphasizes more on knowledge construction by the students not knowledge transmit ion from the teachers to students [7]. 
2.1 Implementation of Problem-Based Learning In Chemistry Education PBL,learning process start with real worldproblems; It con-tents and practices must be attractive to students. The stu-dents must be encouraged to have adequate time to collect information and set strategiesof solvingproblems [8].PBL enablestudents see events across disciplines.Although teachers have difficulty to changeteaching styles and it is time consuming [9]10]. PBLengaged students to learn through presentations and interactions in groups and places more responsibility of comprehension on them; thi-simproved theirlearning and development of problem solving skills,thus translate into higher studentsachieve-ments[11][12]. PBL is very effective in enhancing studen-tachievement in chemistry and it is gender friendly as both male and female showed equally improved achieve-ment[13].PBL has effect on student achievement.” there-foreit is more effective than lecture method.PBL strategies 
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are connected to students’future careers, it encoura-gesthem to search for solutions to theproblems inclass rooms andeveryday lives.This enables them understandthe connection between science classes and situation in the society, hence they develop interested, positive attitude towards learning and achievemore [14]. 
2.2 Objectives of the Study Despites the implementation of PBL in many parts of the world, it is still however a new experience in Nigerian sci-ence curriculum. The efficiency of PBL need to be explored considering its limitations to enables students acquires problem solving skills and improves learning but not to be afraid of problems. The objective of thisresearch is to de-termine whether the implementation ofPBLin tertiary edu-cationbrings about significant differences in students’ achievementand their attitudes towardslearning chemistry. Also if there is difference in the achievement due to gen-der.To achieve thisobjective,the following nullhypotheses weretested: 
Ho1: There is no significant difference in the academic achievement of students taughtchemistry using PBL and those taught using lecture method of teaching. Ho2:  There is no significant difference in the academic achievement of boys and girls when exposed to PBL. Ho3: There is no significant difference in the attitude to-wards chemistry by students taught using PBL and those taught using lecture method. 
3.0 METHODOLOGY 
This research used quantitative approach and quasi-experimental& control groups design. The population is all NCE II chemistry students in F.C.E. Yola, Nigeria. Pur-poseful sampling technique was used in selecting a sample of fifty (50) students divided into experimental (EG) and control (CG) groups. Data was collected throughChemistry Achievement Test (CAT)containing (30) structured multi-ple choice items and 12 itemed attitude questionnaire. The instruments were handed to experts forvalidity assess-ment.The two groups were pretested for their equivalence in ability using (CAT). The (EG was then taught chemistry using PBL  forthirty (30) class hours while the (CG) was taught using the  lecture method for the same period.A post-test was conducted to both groups using (CAT) to determine the effects of the PBL on students’ achievement. An attitude questionnaire was also administered to the (EG) to determine their attitude towards the PBL. The data was analyzed using t-testand descriptive statistics. 
4.0 RESULTS AND DISCUSSION 
4.1 Null Hypothesis Ho1:  There is no significant difference in the academic achieve-ment of students taught using PBL approach and those taught using lecture method.To test this hypothesis, the 

post-test scores of the (EG) and (CG) were analyzed using t-test statistics. The result of the t-test analysis is shown in Table 1. Table 1: Result of t-test Analysis of Post-test Scores of (EG) and (CG)  
Group N Mean 

df 
t-cal. t-critical α = 0.05 

Exp’tal 25 70.80  24 12.35 2.06 Control 25 58.23 
From Table 1 the t-calculated of 12.35 is greater than the critical t-value of 2.06 at 0.05 level of significance and de-gree of freedom of 24. This mean, there is significant dif-ference in achievement of the (EG) and the (CG) in (CAT). This shows that the students in the (EG) achieved higher than those in the (CG) in (CAT). The mean score (70.80) of the (EG) is also higher than the mean score (58.23) of the (CG) as shown in Table 2. This indicates that the (EG) ex-posed to PBL approach performs better than the (CG) ex-posed to lecture method.Based on the result, the null hy-pothesis (Ho1) is therefore rejected. The PBL approach is therefore more effective in improving student’s achieve-ment than the lecture method.  This finding is in line with the report that collaborative learning activities  of  PBL generates high frequency of students’ interactions, devel-opment of problem solving skills, improved learning, this translates to higher students achievements[8].The finding is also supported by [11] who reported that PBL is very effective in increasing students’ achievement in chemistry than the Lecture method. It is also in support of the report that students taught using PBLapproach are more success-ful than those taught with traditional lecture methods [3]. 
4.2 Null hypothesis 2:Ho2:  There is no significant difference in academic achievement of boys and girls when exposed to PBL approach of chem-istry teaching. To test the hypothesis, the post-test scores of the (EG) was also analysed using t-test statistics. The result of the t-test analysis is shown in Table 2 Table 2:  Result of the t-test Analysis of Post-test Means Scores for the (EG)  

Gender N     df t-cal t-critical α = 0.05 
Boys 10   9 0.94 2.26 Girls 10 

From Table 2, the calculated t-value of 0.94 is less than the critical t-value of 2.26 at 0.05 level of significance and de-gree of freedom of 9. These results indicate that there is no significant difference in the achievement of boys and girls when taught chemistry using PBL. This implies that boys and girls perform equally well when exposed to PBL ap-proach. Therefore the null hypothesis (Ho2) is upheld. The 
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finding is supported by research report that PBL is gender friendly as both male and female showed equally im-proved achievement when taught chemistry [11]. 
4.3 Null hypothesis (Ho3):  There is no significant difference in the attitude towards chemistry by students taught using PBL and those taught using lecture method. To test this null hypothesis 3, thequestionnaireis analyses using descriptive statistics as shown in Table 3.   4.3: Table 3: Analysis of responses of (EG) attitudes towards chemistry 

Questionnaire item no. 1 2 3 4 5 Mean Std 
 Frequencies  
1.  0 2 6 12 10 4.00 0.91 
2. 0 0 4 14 12 4.26 0.69 
3. 0 2 6 10 12 4.06 0.94 
4. 0 6 4 10 10 3.80 1.10 
5. 0 2 6 12 10 4.00 0.91 
6. 0 4 6 10 12 3.86 1.04 
7. 0 4 2 14 10 4.00 0.98 
8. 2 0 4 12 12 4.06 1.08 
9. 4 0 6 10 10 3.73 1.31 
10. 0 2 6 14 8 3.93 0.86 
11. 0 4 2 12 12 4.06 1.01 
12 0 4 6 10 12 3.86 1.04 

Note: [1= strongly disagree, 2= Disagree, 3= Neutral, 4= Agree, 5= strongly agree &    Std= Standard deviation. Table 3 shows that the students have positive attitudes and high level of satisfaction toward learning chemistry be-cause of their PBL experiences. It is also clear from the ta-ble,that all the mean scores of (EG) responses are greater than 3.0 and most of the standard deviations (Std) are ap-proximately 1.Therefore there is a significant difference in the attitudes towards chemistry of (EG) and (CG), hence the null hypothesis (Ho3) was rejected. This finding is sup-ported by the research reports that students exposed to PBL experiences shows positive attitudes and good satis-faction towards learning chemistry [2]. The collaborative and self-directed learning activities of the PBL develop students’higher-order thinking skills and positive attitudes towards learning science [14]. 
5.0 CONCLUSION  
Based on the findings of this study, the researchers con-cluded that the implementation of PBLimproved both male and female students’ achievement and attitude to-ward learning chemistry. 
6.0 RECOMMENDATIONS 
Based on the conclusions, theresearchers recommended 

that stake holders in education should discourage lecture method and encourage students-centered approach (PBL) that is more effective to enhance students’ achievement. They should provide adequate funds for infrastructure and the welfare of staff and students.   REFERENCES  
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Language Learning Motivation in Global Context: 
FromIntegrativeness to the Ideal L2 Self 

Wang Zhe 
Faculty of Education, Universiti Teknologi Malaysia, 81310 Johor, Malaysia louisawang2016@gmail.com  Abstract - The spread of globalization brings about the emergence of Englishusing as lingua francanowadays, which leads to the changes in understandingmotivation of learning English inthisglobal context. In this paper, the researcherwill first-lycritically examinethe conceptof ‘integrativeness’, which is the essence of thepredominantsocio-educational model of L2 motivation. Furthermore, the researcherwill clarify the need to re-conceptualise theconcept of ‘integrativeness’ by revisit-ing recent empiricalresearch on L2 motivation. It is argued that, as English becomes a lingua franca in the globalization context, there could be no clear target language group into which L2 learners could integrate, especially for Foreign Lan-guage learners(EFL), undermining the concept of  ‘integrativeness’. Finally, the Dörnyei’s L2 Motivational Self System will be presented which re-conceptualises‘integrativeness’ of L2 motivation fromtheself-perspective. 

Keywords: language learning motivation, integrativeness; English as a global language 
INTRODUCTION  

Motivation has been the focus of second/foreign language learning research for decades. It provides the primary impetus to initiate L2 learning and later the driv-ing force to sustain the long and often tedious learning process; indeed, all the other factors involved in SLA pre-suppose motivation to some extent (Dörnyei, 2005). The L2 learners might be frequently demotivated and “the com-mon experience would seem to be motivational flux rather than stability”  (Ushioda, 1996, p. 240). In such situations, sustaining effort and motivation during and across various educational periods seems to have a pivotal role in the learners’ success in mastering a second language. For decades, the previous research on L2 motiva-tion has mainly based on the socio-educational model proposed by [1] (Gardner, 1985) in which integrativeness plays as the most influential factor in L2 achievement (MacIntyre, MacKinnon, & Clément, 2009; Ryan, 2009). However, the spread of globalization brings about the emergence of English using as lingua franca nowadays. The communication in English between so-called native and non-native speakers, together with those between only native speakers, only make up part of global interaction today (Dörnyei, 2010). The interactions between non-native speakers become dominant and it leads to the rise of Global English (Crystal, 2003). Therefore, integrativeness referring to the desire to learn an L2 of a valued communi-ty so that one can communicate with the members of the community and sometimes even to become like them (Gardener, 2001) is absent in foreign language learning context. In this article, the researcher firstly critically ex-amines the concept of integrativenesswhich is the essence of traditional socio-psychological model of L2 motivation (Gardner, 1985). Furthermore, the researcher will make an attempt to re-conceptualise the concept of ‘integrativeness’ by considering recent empirical research on L2 motivation in global context in which among most L2 learners is no longer concerned with ‘integrativeness’in the target L2 culture or community. Finally, the new motivation theory 

of Dörnyei’s L2 Motivational Self System will be presented which re-conceptualisesthe concept of ‘integrativeness’ from the self-perspective in global context. 
1. THE CONCEPT OF INTEGRATIVENESS IN GARDNER’S SOCIO-EDUCATIONAL MODEL Based on the results of a number of studies, in-cluding those by Gardner and Lambert (1972), Gardner and Smythe(1975) proposed a model of L2 acquisition, the Socio-Educational Model. The model assumed that lan-guage achievement is influenced by integrative motiva-tion, language aptitude, as well as a number of other fac-tors. The most elaborate and researched aspect of Gard-ner’s motivation theory was the concept of the integrative motive, which is defined as a motivation to learn a second language because of positive feelings towards the commu-nity that speaks the language’. The integrative motivation is made up of three main components: Integrativeness, Attitudes toward the Learning Situation and Motiva-tion.Integrativenessrefers to the desire to assimilate into the target language community (Gardner & Lambert, 1972). It also includes the desire to learn a L2 in order to meet and communicate with members of the L2 communi-ty. In contrast to integrative motivation, there is another important concept in Gardner’s model, namely, ‘instru-mental motivation’ for a specific aim, such as fulfilling a language requirement at school or qualifying to get a bet-ter job. According to Masgoret& Gardner (2003)all the three components of integrative motivation are positively related to L2 achievement. Motivation is regarded as the major component contributing to L2 achievement and in-tegrativeness and attitudes toward the learning situation are two different but correlated variables supporting L2 motivation. In other words, integrativeness and attitudes toward the learning situation indirectly impact L2 achievement through motivation. They also have claimed that the language learning context (second or foreign lan-guage context) has little effect on the relationship between integrative motivation and L2 achievement.  
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1. THE NEED TO RE-CONCEPTUALIZE THE CON-CEPT OF INTEGRATIVENESS IN GARDNER’S SO-CIO-EDUCATIONAL MODEL: EMPIRICAL FINDINGS OF L2 MOTIVATION RESEARCH 
For many decades, the socio-educational model proposed by Gardner(1985) has been the dominant theory in L2 mo-tivation research and integrative motivation maintains the central position as the most influential factor of L2 achievement (MacIntyre et al., 2009; Ryan, 2009). However, over the past two decades motivation researchers have increasingly recognized that motivation is a complex, mul-ti-faceted construct that cannot be defined adequately in terms of the instrumental/integrativedichotomy (Ushioda & Dörnyei, 2009). 
2.1 Empirical Findings ofa Lack ofIntegrativenessin EFL Context The researchers argued that the concept of ‘inte-grativeness’ which is a central component of socio-psychological research representing the desire to identify and mix with English-speaking people and their culture Gardner(1985) became invalid in many languages learning environments outside of the Canadian context where it had originated(Crookes & Schmidt, 1991; Dörnyei, Csizér, & Németh, 2006; Dornyei, Csizér, & Németh, 2006).Furthermore, due to the spread of globalization, the rise of growing status of English asa global language (Crystal, 2003)and an international lingua franca(Jenkins, 2007) makes it difficult to explain motivation for learning English as aprocess of identification with a specific linguis-tic and cultural community.The lack of identification with native speakers of English was empirically demonstrated in a variety of contexts (Lamb, 2004; Warden & Lin, 2000; Yashima, 2000). In particular, those individuals tended to connect themselves to an imagined general global com-munity, instead of a specific country (Lamb, 2004; Yashima, 2000). In China, Liu(2007) investigated Chinese universi-ty students’attitudes towards and motivation to learn Eng-lish. The investigation was conducted from Social Psycho-logical perspective to explore the aspects of integrative and instrumental orientation among the Chinese EFL learners. Three components of motivation were addressed in the survey: Integrative Orientation, Instrumental Orientation and Travel Orientation. The findings revealed that the stu-dents were more instrumentally than integratively moti-vated to learn English, and that the students’ attitudes and motivation were positively correlated with their English proficiency. According to Liu (2007), most of the students were not integratively oriented because they had little con-tact with English native speakers in their daily life. In ad-dition, the students’ high scores on Travel Orientation in-dicated that they hold the view that English can facilitate their travel and life abroad. In China Taiwan, Warden and Lin (2000) findings indicated a lack of integrativemotivation among Taiwan EFL learners.‘This preliminary study has discerned the existence of twomotivational groups and two temporal orientations in the Taiwanese EFL environment. An inte-grativemotivational group is notably absent’. (p. 544).Therefore, they argue that these students might in-

tend to associate their English with career improvement or at least the potential for improving future careers. In other words, learning English for these Taiwanese students is not related to integrate with English native speakers. Chen, Warden, and Chang (2005) also discovered that the integrative motivation played no significant role in moti-vating language learning effort in the Chinese cultural en-vironment. 
In the context of Japan, Yashima(2000) stated that “causal relations proposed in Gardner’s model, although here integrativeness was replaced with two orientations instrumental and intercultural friendship orientations which had been operationally defined as most important in the Japanese English learning context”(p. 131). Further-more, to extend the concept of integrativeness to a general-ized international outlook, she proposed a new term “In-ternational Posture”---the concept postulated for EFL con-texts as an alternative to concept of integrativeness, refer-ring to “interest in foreign or international affairs, willing-ness to go overseas to stay or work, readiness to interact with intercultural partners, and [. . .] openness or a non-ethnocentric attitude toward different cultures” (Yashima, 2002, p. 57). Dörnyei (2005)pointed out that this variable appears to be similar to ‘international orientation’, which Nakata(1995) found to be an important individual differ-ence variable among Japanese learners, involving a general cosmopolitan outlook. Irie(2003) also mentioned that the integrative-instrumental orientation dichotomy might not be compatible with Japanese students learning a foreign language in Japan and found the ambiguity of disposition toward integrative motivation. Irie(2003, p. 91) also points out, “One of the most noticeable recurring patterns found in Japanese EFL university contexts are a positive orienta-tion to foreign travel without any apparent desire to inte-grate into the TL culture.” 

2.2 Empirical Findings ofBlurry Distinctionbetween In-strumental Motivation and Integrative Motivation Another criticism on the conceptual problem of-Gardnerian construct of integrativenessis the blurry dis-tinction between ‘instrumental motivation’ and ‘integrative motivation’.In other words, it is very difficult to sepa-ratethe instrumental motivation from integrative motiva-tion in Gardner’s (1985)model. In a study investigating the motivation types of English learning among Chineseundergraduates, Gaoet al.(2004)suggest that“the classical instrumental-integrative division has not precisely accommodated the subtle and multi-folded motivations of the Chinese learners”(p60). In Japan, Kimura, Nakata, and Okumu-ra(2001)’studyindicated that the largest motivational factor in English language learning among Japanese language-learners is complex, combiningwith intrinsic, integrative and instrumental motivations. Based on a study in Indone-sia, Lamb(2004)  also drew a similar conclusion that it is difficult to distinguish integrative and instrumental orien-tations as separate concepts and are actually associated with each other.As Lamb (2004) argued, “meeting with westerners, using pop-songs, studying and traveling abroad, pursuing a desirable career—all these aspirations are associated with each other” (p. 15). 
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To summarize, Gardner’s Socio-Educational Mod-el has been under attack in two terms. Firstly, the tradi-tional concept of integrativeness involves integration with theL2 speaking community. However, in the current global world in which English is used as an international lan-guage, there is the lack of the L2 community to integrate with in the case of English. Especially, for learners in for-eign language contexts, integration with English native speakers is irrelevant with learning motivation. Secondly, as the emergence of English using as lingua franca, the pragmatic advantages of speaking English and the atti-tudes towards L2 community have become intricately blended so that distinction of integrativeness and instru-mentality becomes blurry. 
3. NEW THEORY OF L2 MOTIVATION IN GLOB-ALCONTEXT: L2 MOTIVATIONAL SELF SYSTEM 
3.1 Components of L2 Motivational Self System Given the drawback in the traditional framework of Gardner(1985), Dörnyei et al., (2005, 2009) drew on and summarized well-known paradigms from L2 motivation research (Noels, 2003; Ushioda, 2001), and motivational psychology: self-discrepancy theory (Higgins, 1987) and theory of possible selves (Markus & Nurius, 1986), and proposed the L2 Motivational Self System as a model which is comprised by three main dimensions, namely, the ideal L2 self, the ought-to L2 self, and English learning experience. Ideal L2 Self, which is the L2-specific facet of one’s ‘ideal self ’. If the person we wouldlike to become speaks an L2, the ‘ideal L2 self’ is a powerful motivator to learn the language.Ought-to L2 Self, which concerns the attributes that one believes one ought to possessto meet expectations and to avoid possible negative outcomes.L2 Learning Experience, which concerns situated motives relat-ed to the immediatelearning environment and experience (e.g. the impact of the teacher, the curriculum,the peer group, the experience of success). According to Dörnyei(2009),motivationis the re-sult of someone’s wish to reduce the discrepancy between one’s idealself (i.e., one’s image of what one would like to become) and one’s actual self(i.e., one’s actual self-state). From the self-perspective, the concept’ofintegrativeness’ could be interpretedas the L2-specific facet of one’sideal self.Dörnyei(2009) also argued that if theL2 learner’s ideal self is connected with the mastery of an L2, this could be conceived as an integrative motivationin Gardner’s(1985)  model. The essence of the new theory is to validatethe equationof thetraditional ‘integrativeness’ and the IdealL2 Self. 
3.2 Research into Validation of L2 Motivational Self System According to Dornyei(2011), during the last few years, L2 Motivational Self System been empirically tested and validated in a variety of contexts including Japan, China and Iran(Papi, 2010; Ryan, 2009; Taguchi, Magid, & Papi, 2009), Hungary (K. Csizér & Kormos, 2009; Kata Csizér & Lukács, 2010),, Chile (Kormos, Kiddle, & Csizér, 2011),Ukraine  (Henkel, 2010) and Indonesia (Lamb, 2011).. Most studies focused on validation or examination the 

relationship among the components of the ideal L2 self and integrativeness. While some studies inquired the cor-relation among the three components of L2 Motivational Self System and other constructs such as anxiety and in-tended effort to learn English. The main finding of the re-searchare (i) correlations between traditional Integrative-ness and the Ideal L2 Self can  indeed be equated; (ii) com-pared with integrativeness, theIdeal L2 Self servesa better job understanding motivated behaviour; (iii) traditional instrumentality can indeed be dividedinto two distinct types-instrumentality-promotion andinstrumentality- pre-vention.  CONCLUSION 
In this paper, the authorfirstly arguedthe necessarily of re-conceptualization of the‘integrativeness’ inGardner’s mod-el.AsEnglish is increasingly used as an international lan-guage of communication,learning English is no longer as-sociated with the process of identification with native speakers of English which is used to be the significant mo-tivating factor. Consequently, the author proved the argu-ment by revisiting resent empirical research on L2 motiva-tion. Finally, a major theoretical shift taken place within thefield of L2 motivation research wasdiscussed. It is ar-gued that ‘integrativeness’ of L2 motivation should be re-conceptualized fromtheself-perspective as in newly pro-posedDörnyei’sL2 Motivational Self System in current global context. 
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3Universiti Teknologi Malaysia, Johor Bahru. Malaysia *bosede@imagineeringinstitute.org  Abstract—Educational technologies have always been an essential part of the education process that supports the general pro-cess of teaching practice. Current technological developments suggest smarter, and more technology-oriented future classrooms, where learners expect to engage more and more with novel technologies. The role of instructors in these smart classrooms there-fore continues to evolve, and increasingly demanding a shift in focus from tools, to the learn-ing they should support. Teachers’ skills must go beyond random selection of technologies for teaching, to deep un-derstanding of how smart technologies integrate with pedagogies in content delivery to achieve effective learning. This is the ‘smart pedagogies of learning technologies’ or SPELT. In the technology-invaded classroom of the future, professional teachers must possess the knowledge of how the 3 class-room elements of content, pedagogy and technolo-gy interact to support smart instruction. This is captured in the technological, pedagogical and content knowledge (TPACK) framework. In this paper, we argue that teachers’ selection and/or design of learn-ing technologies must leverage on the TPACK framework. We discuss the significance of engaging TPACK, focusing on two im-portant concepts: learner-centered, technology-based pedagogical approaches and those that explore the affordances of multi-sensory modalities. We describe how TPACK can be implemented by instructors who are not familiar with the con-cept, illus-trating this with brief descriptions of two projects on ‘education in the future classroom’ where robotics and virtual reality tech-nologies are respectively implemented using peer teaching and multi-sensory instruction to deliv-er science content. The novelty of our work lies in the practical demonstration of how the philosophical notion of TPACK can be leveraged in the design of learn-

ing technologies to support smart instruction, in line with global and emerging trends in education. 
Keyword— Emerging Trends in Education; Future of Education; Human-Computer Interaction; Human-Robot In-teraction; Learning technologies; Teacher-Robots 

1 INTRODUCTION  
EDUCATIONAL technologies have always been an es-sential part of the education process. They are meant to support the learning of content, application of technolo-gy skills, and the general process of teaching practice, with a focus on the learner.  Within the transformed technologi-cal environment of the twenty-first century, the place and role of pedagogical science continues to evolve, and to oc-casion dramatic changes in the roles of players within the context of learning. It is further trans-forming the signifi-cance of concepts including the design of instruction and learning technologies. These changes are bringing learners more into their ideal roles as major stakeholders in the learning process and as be-ing responsible for their own learning. However, the changes continue to place a de-mand for redefining education in terms of content, deliv-ered by engaging the right technology and the appropriate pedagogy. All these must be integrated from the level of instructional design, and teachers/instructors must pos-sess the required skills for the selection and implementa-tion of classroom technologies within appropriate peda-gogies for supporting content delivery. Engaging a stand-ard framework that captures the interaction of the three classroom elements of content, pedagogy and technology in twenty-first century education therefore becomes an ideal approach to guide teachers. 

The Technological, pedagogical and content knowledge (TPACK) framework is a standard framework for implementing educational technology. TPACK has been reported in many studies as an effective framework that captures the complex relationship between content, pedagogy and technology. Its significance in the smart education of twenty-first century, captured within practi-cal design and implementation of classroom technology is however scarce. Engaging smart technologies within smart pedagogies for effectively delivering content is what we describe as the ‘smart pedagogy of learning technolo-gies’, or SPELT, and represents the focus of this paper. We focus on the place of the TPACK framework in achieving this, with learners’ interest as the central focus and the employ-ment of pedagogies that explores the multiple ad-vantages of novel technologies for delivering content ef-fectively. We focus on the engagement of learner-centered, technology-based pedagogies and those leveraging mul-tisensory modalities as critical for effective instruction, based on the continual increase in the number of learning technologies supporting these possibilities and the proven ability of the techniques to promote effective instruction. We address three specific objectives including a dis-cussion of the significance of i) the concept of ‘smart ped-agogy of learning technologies’; ii) engaging TPACK with-in peer teaching iii) engaging TPACK within multi-
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sensory instruction and iv) a demonstration of how we implemented this approach through brief descriptions of two projects focused on ‘the future of education’. Our overall aim is to show not only how the philosophical no-tion of TPACK can be leveraged in the design and se-lection of learning technologies to support smart educa-tion, but also, how the 7 elements can be integrated and employed in the design of learning technologies for the future classroom. Our presentation and argumentation lies within the context of, and are based on, the concept of global and emerging trends in education, and the op-portunities and challenges presented for sustainable learn-ing.  The rest of this paper is divided into four sections, the section provides a review of the literature on key concepts captured in the work including the challenges of technol-ogy use within education, the TPACK frame-work, its components and significance, the concept of smart peda-gogy of learning technologies, and the theoretical founda-tions of the two approaches focused in this work. In sec-tion 3, we describe how the concept of ‘smart pedagogy of learning technologies’ was imple-mented through TPACK in the development of two education applications includ-ing a robotic instructor system and a virtual reality class-room system. The last section provides a brief discussion of the theoretical and practical implications of our work for instructional designers and facilitators in the future ‘classroom’. The paper ends with a summary, a conclusion and suggestion for future works. 
2 LITERATURE REV IEW  
This section provides a review of the literature on key con-cepts captured in the work including the challenges of technology use within education, the TPACK framework, its components and significance, the concept of smart ped-agogy of learning technologies, and the theo-retical foun-dations of the two approaches focused in this work.  
2.1 Challenges of Technolgy Use with learning Contexts Learning with technology is exemplified in many theories [1]–[4]. However, the rapid rate at which novel tech-nologies make their appearance in current learning leaves no breathing space for instructor mastery. This is a major challenge with technology use within educa-tional con-texts. Software design is another challenge. Most tools are created as solutions to corporate business needs, rather than as solutions to pedagogical challenges, and are only adapted for classroom use. As such, design processes en-gage the viewpoint of programmers and developers, rather than those of instructors or instructional designers, and learners’ interests are therefore not at the heart of most designs. These tools are usually context-neutral, and inte-grating them into learn-ing assumes a uniformity in teach-er personality, preferences, and ultimately, in engagement with technology. This presents serious challenges in learn-ing, which is a contextual process. Addressing this requires some measure of proactiveness on the part of instructors, demonstrated in selection and design of learning technolo-gies. Other issues include the emphasis on tools, rather than on ow to use it to support learning. This is reflected in the presentation of a daunting variety of tools with no 

standard plan for supporting teacher’s engage-ment and mastery. Since instruction is not meant to be a trial-and-error procedure, the need for clear focus, based on a stand-ard framework to support the concept of SPELT becomes critical. 
2.2 The TPACK Framework The technological, pedagogical, and content knowledge (TPACK) framework was informed by appropriate learn-ing philosophies, and it has been described as a standard framework for the purpose of understanding the complex interaction between classroom elements. However, not much is available in practical terms on how TPACK can support SPELT by focusing on every step from conception through design to classroom implementation stages. TPACK has a precursor in Shulman’s pedagogical content knowledge (PCK) framework [2] which describes the com-plex relationship between content and pedagogy at a time when the current technological pervasiveness of human life, society and the classroom was not the norm. Though learning technologies have always been part of education, previous tools have been rendered transparent, that is, they have become so familiar that the ‘tech’ in the technol-ogy is no more obvious. In recent times, a range of novel digital technologies have found their way into the class-room and into educational discourse, placing a demand for mastery on instructors. The TPACK framework builds on Shulman’s, extend-ing it to the phenomenon of teachers’ integration of tech-nology into pedagogy. It describes how teachers’ under-standings of the three classroom elements of technology, pedagogy, and content can interact to produce effective discipline-based and technology-aided instruction (AACTE, 2008). TPACK insists that the most effective form of learning with technology is based on a philosophy that the three elements do not exist as standalone concepts, but interact as pairs and as a whole. TPACK identifies 7 ele-ments that include the interaction of these elements, cap-turing seven components including the 3 basic of content knowledge (CK), pedagogical knowledge (PK), and tech-nological knowledge (TK). CK being knowledge about sub-ject matter, while PK captures deep knowledge about the processes, practices or methods of teaching and learning, and how it encompasses, overall educational purposes, values, and aims. TK focuses on knowledge about tradi-tional and more advanced, novel and emerging technolo-gies including the skills required to operate particular technologies. The pairwise interaction of these elements yield 3 other elements including pedagogical content knowledge (PCK), technological content knowledge (TCK) and technological pedagogical knowledge (TPK) with TPACK as the interaction of all three elements making the seventh. Figure 1 shows the 7 elements of TPACK. PCK refers to knowledge of pedagogy that is applicable to the teaching of specific content, and includes knowing what teaching approaches fit a specific content, and how ele-ments of the content can be arranged for better teaching.  TCK captures the manner in which technology and con-tent are reciprocally related. Although technology con-straints the kinds of representations possible, newer tech-nologies often afford newer and more varied repre-sentations and greater flexibility. 
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Figure 1: TPACK Framework showing the 7 Elements 

Teachers need to know, not just the subject matter they teach, but also the manner in which the subject matter can be changed by the application of technology. TPK is the knowledge of the existence, components, and capabilities of various technologies as they are used in education, as well as how using particular technologies might impact the instructional process. TPACK brings together all these con-cepts and represents the form of knowledge that expert teachers should possess (whether this is obvious as with novel technologies or not, as with transparent technolo-gies) and requires teachers to reconfigure their understand-ing of technology as well as of the three components. Implementation of the TPACK framework has been reported in observation studies of faculty development and technology integration [3], [4] with emphasis on how TPACK informs and guides the integration of learner needs and characteristics as significant factors in the design of instruction. TPACK as an analytical tool has also been reported [5], with qualitative findings emphasizing the themes of technology, pedagogy, and content as co-dependent rather than independent constructs. 
2.3 Theoretical Foundations of Peer Instruction Peer Instruction (PI) has its foundation in active learning theories [9], [10]. Rusbult [11] describes learning situations that supports active learning to include learning from oth-ers, learning by discovery and learning by doing. He sub-mits that, we learn most from others, with collaboration and communi-cation being key to the learning process. We focus on a formal description of PI by Mazur [9], as a pro-cess whereby learners engage in knowledge sharing as a means of encour-aging understanding, and improving learning through teaching others. It engages learners to share thoughts on a learning material based on personal understanding, and thereby benefit from peer as well as personal reviews [12]. Formal PI engages technology as a means of fostering motivation, engagement and deeper learning through students’ responses which are collected by various means. The effectiveness of peer instruction has been reported in various subjects [13]–[16]. Two relevant concepts in peer instruction, related to the concept of ‘pedagogy of learning technologies’ are the use of conceptual ques-tions (ConcepTests or CTs), and ‘voting’ or student response, which leverages classroom response systems (CRSs). Voting is based on students’ choice of answers to the CTs. The place of technology is exemplified in the use of CRSs which in mod-ern class-rooms are hand-held electronic tools or digital plat-forms 

which focus on promoting students’ interest, motiva-tion and improved classroom atmosphere which increases en-gagement. 
2.4 Theoretical Foundations of Multisensory Instruction Information processing by humans is understood from diverse cognitive perspectives including schema [6], levels-of-processing [7], dual-coding [8], and stage [9] theories,  addressing effective learning from various dimensions. The dual-coding theory recognizes multiple processing of information, but does not capture the whole extent of other possibilities with multisensory modalities. We argue for an extended idea of information processing involving multi-ple-coding beyond the visual and auditory senses. We spe-cifically address ‘haptics’ or the sense of touch’ as a signifi-cant aspect of learner perception that begins early in life, and even prior to the extensive development of the audito-ry and visual senses.  
3 SMART PEDAGOGY OF LEARNING TECHNOL-OGIES (SPELT) 

According to US Senator Nancy Kassebaum, the al-most infinite uses to which computer and other novel technologies can be put are not as important as the ability of teachers to bring these into classroom practice [10]. This is the essence of the TPACK framework. We present here the process flow for implementing TPACK in addressing the specific tool-induced constraints on content, including the nature of possible representations which sometimes place undue constraints on instructional moves and other pedagogical decisions. The complex relationship of techno-logical knowledge and pedagogical and content knowledge and how they integrate in the process of devel-oping good teaching is what we refer to as the ‘smart ped-agogy of learning technologies’ (SPELT). Gibson [11] describes the ‘pedagogy of learning’ (PoL), a similar concept to PCK [2], and a contradiction intended to suggest a reduction of emphasis on the teach-ing process in favour of emphasis on learning. Gibson pro-poses a position whereby individual learner’s needs drive the instructional process. Similar to Gibson, through SPELT, we intend to suggest a reduction of emphasis on the exclusive place of technology in the teaching process, in favour of emphasis on the learning that it is intended to promote. SPELT is thus, a call to look away from trending tools, technologies, gadgets and the best pedagogical ap-proaches, to focusing on learner’s needs and learning. We emphasize that ‘knowing how to use technology is not the same as knowing how to teach with it’. SPELT can guide system design and the creation of coherent learning envi-ronments. Following, we describe the development of two learning technologies in the context of smart classroom systems, and how SPELT is integrated using TPACK in their design.  As we developed the teaching systems, we pursued the idea that the design of learning technologies should be driven by learners’ needs and the achievement of effective learning. We specifically focused on two ap-proaches that have been emphasized in education, and which has persisted through the decades; these are peer 
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teaching, and multisensory instruction. We describe a ro-botic instructional system based on peer teaching and a virtual reality learning system based on multisensory in-struction to illustrate our concept of SPELT. 
4 TPACK FOR IMPLEMENTING SPELT IN THE DESIGN AND SELECTION OF LEARNING SYSTEMS 
4.1 The Robotic Teacher System Inspired by possibilities of non-human teachers in the smart classroom of the future, and based on capabilities already demonstrated by machines, and trends in artificial intelli-gence, robotics and internet accessibility our team developed a robotic instructional system that engages learners in the STEM classroom. In line with TPACK, the system was based on the PI pedagogical approach, thereby removing the focus from the ‘teacher’ to learners in the learning-by-teaching procedure. The system focuses on extending the role of technol-ogy beyond serving as tools, to playing roles that parallels that of humans in tomor-

row’s classrooms while keeping the learner as the focus.  
4.2 The Multisensory Classroom on VR (MCVR) The MCVR integrates the advantages of immersive learn-ing with audiovisual and tactile modalities in its design. We fo-cused on the known effectiveness of e in the design of the system which is hosted in a VR environment on a PC or head mounted display (HMD) which enables the learn-ing of structures of organic chemistry through a game-like procedure for building basic hydrocarbon molecules. Learners are enabled to pick atoms to build molecules based on game rules that are standard rules of structures in organic chemistry. In the process, participants learn ‘what works’ and what doesn’t. By introducing the game-like approach, learners are motivated and engaged in the un-conscious learning process. In addition, the procedure also enabled team or collaborative approaches to learning. The integration of TPACK approaches in the design of the two systems, highlighting the concept of SPELT, is shown in Table 1. 

Table 1: Integration of TPACK Elements and SPELT in Learning System Design 
 Knowledge Type and Description Integrated TPACK Elements in the Learning Systems 1 Content Knowledge (CK):  Knowledge of subject matter Knowledge of basic science is the basis of instruction  2 Technological Knowledge (TK):  addresses knowledge about standard, and emerging tools and the skills re-quired to operate them 

Focus on the robotics and VR; for supporting learner mo-tivation, engagement, immersive and multisensory learn-ing, and are adequate for science instruction 
3 Pedagogical Knowledge (PK):  Deep knowledge of the processes, practices or methods of teaching and learn-ing & how it encompasses overall educational purposes 

Selection of the learning-by-teaching approach with the robotic instructor and learning through immersion, and multisensory modalities in the VR system.  
4 Technological Content Knowledge (TCK): the manner in which technology and content are reciprocally relat-ed; varied representations and flexibility, and how sub-ject matter can be impacted by application of technolo-gy. For example, a 3D system will be appropriate for teaching spatial relationships or orientations. 

Content for the robot system was based on simple intro-duction to matter, element and symbols while the VR system focus on the structure of molecules as combnation of atoms. Though science contents are employed in both systems, specific content/topic were selected to match and maximize the affordance of the technology type 5 Pedagogical Content Knowledge (PCK): knowledge of pedagogy applicable to the teaching of specific content; of teaching approaches that fits a specific content, and how elements of the content can be arranged for better teaching 

PI is not only ideal for promoting effective learning, it is also a learner-focused approach that is ideal for a non-human facilitator by making the learner play the role of instructor. A multisensory approach to the teaching of building organic molecules is equally an ideal approach 6 Technological Pedagogical Knowledge (TPK):  Employ-ing knowledge about technology in selecting and using appropriate pedagogy.   
Our focus is to prioritize the learner in the learning pro-cedure; in both systems, the knowledge of robotics and VR systems were brought to bear in selecting the peda-gogical approaches and the content being communicated;  7 Technological Pedagogical Content Knowledge (TPACK):  knowledge that expert teachers should pos-sess 
A holistic teacher knowledge or TPACK is demonstrated in how CK integrates with TK in the use of robotics or VR and PK of the learning-by-teaching and multisensory approaches for delivering science content   4.3 Theoretical and practical implications The implications of SPELT for instructional designers and facilitators in the future ‘classroom’ are in theoretical and practical dimensions. The roles that machines and other non-human entities will play in the future classroom can only be imagined. As technological developments contin-ue to be extensive, demands on teachers to upgrade their knowledge will increase and so will the type of skills re-quired of them. The roles of teachers will become more and more that of classroom managers, facilitators of in-struction, and co-designers of learning technologies. Skills 

on selection of appropriate tools for supporting learning will also be in high demand. As co-learners in the future classroom, TPACK integrated in SPELT will serve as an ideal framework for effective teaching practice. 
6 CONCLUSION 
This paper focused on a demonstration of the important place of learning as the focus of technology use, pedagogi-cal approaches and content development. We also high-light how the complex interaction between these elements 
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can be engaged by the professional teacher. We wish to note that technological trends and developments will con-tinue to create educational challenges, hence, teachers must keep up-to-date, continuously learning and keeping abreast of global developments both in their fields and in the area of technology. The teachers’ role will continue to evolve, placing a demand for skills and knowledge up-grade regarding novel technologies, content and pedagog-ical approaches ideal for different learning situations. We have augmented Gibson’s [11] PoL with SPELT, and we hope that future research can also examine and expand the ‘pedagogy of learning content’ or ‘pedagogy of subject matter’ to complete the system.  
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Abstract— This paper examines the key determinants of contraceptive use in the North-Eastern part of Nigeria. It em-ployed 5309 sub-sample of married women representing the North-East region of Nigeria from the 2013 nationally repre-sentative Nigeria Demographic and Health survey. It employed logistics regression statistical techniques in the analysis. Results present direct and indirect effects of predictors of contraceptive use. Predictors that had direct effects on contracep-tive use were; state of residence, wealth status, number of living children, and told about family planning (FP) from health facility, while those with indirect effects were; education, religion, type of employment, husband/partner’s education, heard about FP from TV last few months, and person who usually decides on household purchases, and person who decides on visit to family/relatives had joint direct effect (Nagelkerke R2, explained variation = 38%). The odds of contraceptive use varied significantly by state of residence, while the odds increased with; higher wealth status, among respondents told about FP at health facility, and decreased significantly among those who husbands/partner decides on respondent’s visit to family/relative. These findings are crucial to policy and programs geared to increase contraceptive use in the north-east re-
gion of Nigeria.  
Keywords —Contraceptive Use; Family Planning; Socio-Demographic; Decision Making 

1. INTRODUCTION  
Nigeria’s population is well over 180 million [1] and total fertility rate is at a high of 5.5 while contraceptive use is about 15%. Although Nigeria’s contraceptive use has been consistently low, the 2013 Nigeria Demographic and Health Survey (NDHS) shows that North-East Region has among the highest fertility rate (6.3) and the lowest contra-ceptive rate of 3% [2].  Persistent low contraceptive use and high fertility rate have negative impacts on quality of life. At the other side of the equation is poverty prevalence rate in Nigeria which is quite high, with estimate by the National Bureau of Statistics [3] of 61.2% with North-East region the hardest hit especially with the protracted insur-gency and insecurity in the region.  Evidence suggest that parents with large family find it difficult to feed and educate their children which con-tribute to the high level of poverty in the country. Most women are poor and disadvantaged and most of the death recorded is caused by lack of access to proper health care [4]. In order to reduce poverty among the disadvantaged population especially in the North-East region where con-ditions of life have deteriorated considerably in recent times, it is necessary to provide evidence on how to pro-mote family planning among households. With the aim of attaining smaller family size in the long-run thus, contrib-uting to reducing challenges of sustainable future in the region.  Evidence suggest that socio-demographic variables such as age [5], place of residence [6], education [7,8,9], number of living children [7], and religion [10,11,12] have influence on contraceptive use. Other socio-demographic factors in the literature influencing contraceptive use in-clude number of co-wives [13,14], work status [7], and husband’s education [15,16,17,18]. Evidence also showed that exposure to FP infor-mation affects contraceptive use [19,20,21], and the dy-

namics of household decision making affects contraceptive use [22,10,23].   This study shed more insights on contraception dy-namics in the North-East region of Nigeria by examining the relationships between contraceptive use and socio-demographic factors [24,25,26], effect of exposure to family planning information, household decision making and contraceptive use among married women in the region with a view to reducing fertility rate through evidence based support for family planning (FP) and contraceptive use behavior thus, contributing to achieving sustainable future espoused by SDG 3.7.  
2 METHODS 
2.1 Study Design & Description This study used the National Demographic and Health Survey (NDHS) data of 2013. The Demographic and Health Surveys (DHS) are well established nationally representative studies carried out in about 100 countries all over the world, mostly in less developed countries. The DHS data includes information on population and health indicators used for planning, decision making, and policy in the countries.  The 2013 NDHS employed three-staged stratified sampling procedure. In the first stage localities were sepa-rated by rural and urban areas, and 893 localities were se-lected with probability proportion to size (PPS). In the se-cond stage 904 enumeration areas (EAs) were selected with equal probability of selection, and an updated sam-pling frame of all households was implemented. In the third stage, 45 households were selected from each of the 904 EAs using equal probability systematic sampling tech-nique. In total, 40,680 household were selected 16,740 ur-ban, and 23,940 rural. All women aged 15-49 who were usual members of the selected household or who spent the night before the survey in the household were interviewed 
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[2].  This study used extracted sub-sample of 5309 married women living in the North-East region of Nigeria. Survey instruments were mostly similar to those of past surveys that have passed the test of validity and reliability.  Survey instruments among others covered socio-demographic and economic variables including age, state of residence, place of residence, highest educational level, religion, wealth index, number of co-wives, type of employment, number of living children, and husband’s background factors i.e. age, education, and type of employment. Other variables employed in this paper were on exposure to family plan-ning (FP) information, household decision making, and contraceptive use [3].     2.2 Model Specifications                                                                                                                                                                    
Logistic regression model explaining the relationship between contraceptive use and predictors is presented below.  

0 1 1 2 2 ... , 1,2,3...,12n nC X X X e n         
                                                            where C is contraceptive use,  is the constant / inter-cept term, ’s are the regression coefficients suggesting strength of the relationship, X’s are the independent variables i.e. X1 (age), X2 (state of residence), X3 (place of residence), X4 (highest educational level), X5 (religion), X6 (wealth index), X7 (Co-wives) X8 (type of employ-ment), X9 (number of living children), X10 (husbands age), X11 (husbands’ education), X12 (husbands type of work) X13 ( heard FP on radio), X14 (heard FP on TV), X15 (at health facility told about FP), X16 (read about FP in a Poster), X17 (person who decides on health care), X17 (person who decides on large household purchases), X18 (per son who decides on visit to family/relatives), and e is the error term. Analysis included four models. Model I examined the direct relationships between contraceptive use and socio-demographic and economic variables, Model II examined direct relationships between contraceptive use and exposure to FP predictors, Model III examined the relationships between contraceptive use and house-hold decision making factors, and Model IV teased out the direct and indirect relationships between contracep-tive use and all predictors. Relationships were tested using three statistical significant levels, .05, .01, and .001.       

3. RESULTS 
3.1 Sample Description 
Table 1: Percentage Frequency distribution of back-ground factors 
 Variable Total (Total 

N = 5309 
Percent 

(%) 
1 Age no Respondents 

15-19 
20-24 
25-29 
30-34 35-39 
40+ 

 576 971 1089 848 763 1062 

 10.8 18.3 20.5 16.0 14.4 20.0 
2 State of Residence 

Yobe Borno 
Adamawa 
Taraba 
Gombe 
Bauchi 

 
912 597 
804 
1016 
905 
1075 

 
17.2 11.2 
15.1 
19.1 
17.0 
20.2 

3 Place of Residence 
Rural Urban 

 
4202 1107 

 
79.1 20.9 

4 Women’s Education 
No Education 
Primary 
Secondary 
Higher 

 
3632 
848 
649 
180 

 
68.4 
16.0 
12.2 
3.4 

5 Religion 
Islam – Trad Catholic 
Other Christians 

 
4366 138 
786 

 
82.5 2.6 
14.9 

6 Wealth Index 
Poorest 
Poorer 
Middle 
Richer Richest 

 
2082 
1558 
837 
511 321 

 
39.2 
29.3 
15.8 
9.6 6.0 

7 Number of Co-Wives 
No other wives 
One or more 

 
3051 
2239 

 
57.7 
42.3 

8 Type of Employment 
Not working 
Informal 
Formal 

 
2389 
1282 
1570 

 
45.6 
24.5 
30.0 

9 No of Living Children None 
1-2 
3-4 
5+ 

 601 
1533 
1446 
1730 

 11.3 
28.9 
27.2 
32.6 

10 Husband’s Age  
34 or younger 
35-49 50 or older 

 
1545 
2375 1389 

 
29.1 
44.7 26.2 

11 Husband’s Education 
No education 
Primary 
Secondary 

 
3099 
716 
887 

 
58.7 
13.6 
16.8 
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Higher 579 11.0 
 Husband’s employment 

Not working 
Informal 
formal 

 
39 
1319 
3922 

 
0.7 
24.8 
73.9  Table 1 above shows that 10.8% of the respondents were aged 15-19, 18.3% aged 20-24, 20.5% belonged to age group 25-29, 16% were in age group 30-34, 14.4%aged 35-39 and 20% of the respondents were in age group 40+. On state of residence, Bauchi state recorded the largest percentage of respondents (20.2%) followed by Taraba state (19.1%), and Yobe, Gombe, Adamawa and Borno followed with 17.2%, 17.0%, 15.1% and 11.2% respectively. The majority of re-spondents lived in the rural area (79.1%), while only (20.9%) lived in the urban area. About 68.4% of the re-spondents were uneducated while only 31.6% had formal education. Further breakdown along education level showed that 16.0%, 12.2% and 3.4% of the respondents had primary secondary and higher education respectively. The majority of respondents were Muslims (82.5%) and 17.5% were Christians.  Also, Table 1 showed that the majority of respondents belonged to poorest/poorer wealth status (68.5%) while others may be classified as middle (15.8%), richer (9.6%) and richest (6.0%). Findings showed that 57.7% of the respondents were in a monogamous relation-ship while 42.3% were in a polygamous relationship. Also, 45.6% of the respondents were unemployed, 24.5% had informal jobs, while 30% had formal jobs. About 11.3% of the respondents had no living children, 28.9% had 1-2 liv-ing children, 27.2% had 3-4 living children while 32.6% of the respondents had 5 or more children.  

3.2 Bivariate Results 
Table 2: Showing bivariate association between contra-ceptive use and socio-demographic and economic factors, exposure to FP information, and household decision 
making factors 

 Independent Variable 
N = 5309 

Not 
us-
ing 

Us-
ing  

1 SOCIO-DEMOGRAPHIC & ECONOMIC Age of Respondents (P-value = .000) 15-19 20-24 25-29 30-34 35-39 40+ 

   99.5 98.0 97.1 95.5 93.3 94.4 

   0.5 2.0 2.9 4.5 6.7 5.6 
2 State of Residence (P-value = .000)  Yobe 

Borno 
Adamawa 
Taraba 
Gombe 
Bauchi 

.000 99.0 
97.8 
95.9 
92.0 
95.5 
97.7 

 1.0 
2.2 
4.1 
8.0 
4.5 
2.3 

3 Place of Residence (P-value = .000) Rural  97.2  2.8 

Urban 92.2 7.8 
4 Women’s Education (P-value = .000) 

No Education 
Primary 
Secondary/higher 

 
98.5 
93.4 
88.8 

 
1.5 
6.6 
11.2 

5 Religion (P-value = .000) Islam – Trad 
Christians 

 97.8 
88.6 

 2.2 
11.4 

6 Wealth Index (P-value = .000) 
Poorest 
Poorer 
Middle 
Richer Richest 

 
98.2 
97.6 
96.2 
92.4 82.9 

 
1.8 
2.4 
3.8 
7.6 17.1 

7 Number of Co-Wives (P-value = .001) 
No other wife 
One or more 

 
95.5 
97.2 

 
4.5 
2.8 

8 Type of Employment (P-value = .000) 
Not working 
Informal 
Formal 

 
98.1 
94.4 
94.8 

 
1.9 
5.6 
5.2 

9 No of Living Children (P-value = .000) 1 or 2/None 
3-4 
5+ 

 98.2 
96.2 
93.8 

 1.8 
3.8 
6.2 

1
0 

Husband’s Age (P-value = .000) 
34 or younger 
35-49 
50 or older 

 
97.9 
95.1 
96.1 

 
2.1 
4.9 
3.9 

11 Husband’s Education (P-value = .000) No education 
Primary 
Secondary 
Higher 

 98.8 
94.6 
95.2 
85.8 

 1.2 
5.4 
4.8 
14.2 

1
2 

Husband’s employment (P-value = .000) 
Informal/not working 
Formal 

 
98.1 
95.5 

 
1.9 
4.5 

 EXPOSURE TO FP INFORMATION Heard FP on radio last few months  
(P-value = .000) 
No 
Yes 

  
 
97.3 
89.7 

  
 
2.7 
10.3 

 Heard about FP on TV last few months 
(P-value = .000) 
No Yes 

 
 
97.0 84.5 

 
 
3.0 15.5 

 At health facility told about FP  
(P-value = .000) 
No 
Yes 

 
 
95.2 
77.5 

 
 
4.8 
22.5 

 Read about FP in a poster last few 
months (P-value = .000) 
No Yes 

 
 
97.2 87.2 

 
 
2.8 12.8 

 HOUSEHOLD DECISION MAKING 
Person who usually decides on resp. 
health care (P-value = .000) 
Else 
Husband-partner 

 
 
 
93.7 
97.2 

 
 
 
6.3 
2.8 

 Person who usually decides on large 
household purchases (P-value = .000) 
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Else 
Husband-partner 

92.6 
97.2 

7.4 
3.0 

 Person who decides on visit to family 
relatives (P-value = .000) 
Else Husband-partner 

 
 
94.8 97.0 

 
 
5.2 3.0 Table 2 above shows results of the association between contraceptive use and predictors. Socio-demographic and economic factors significantly associated with contracep-tive use were, respondent’s age (P-value = .000), state of residence (P-value = .000), place of residence (P-value = .000), education (P-value = .000), religion (P-value = .000), wealth status (P-value = .000), number of co-wives (P-value = .001), type of employment (P-value = .000), and number of living children (P-value = .000). Husband’s key socio-demographic and economic factors significantly as-sociated with contraceptive use were his age (P-value = .000), education (P-value = .000), and type of employment (P-value = .000). Exposure to FP information variables significantly as-sociated with contraceptive use were heard FP on radio in last few months (P-value = .000), heard about FP on TV in last few months (P-value = .000), at health facility told about FP (P-value = .000), and read about FP in a poster last few months (P-value = .000). On household decision making, key variables signifi-cantly associated with contraceptive use were person who usually decides on respondent’s health care (P-value = .000), person who usually decides on large household pur-chases (P-value = .000), and person who decides on visit to family relatives (P-value = .000).   3.3 Multivariate Results The association between contraceptive use and independ-ent variables established in section 3.2 above thus, suggest implicit relationship dynamics between contraceptive use and predictors which were further explored by multivari-ate analysis. Table 3 below shows the odds of married women using contraceptive in north-eastern Nigeria ac-cording to their socio-demographic, exposure to FP infor-mation, and household decision making factors.  The benchmark for interpreting odds ratios in this study is 1 such that odds ratios above 1 is termed more likely than the reference category, and values less than 1 is interpreted as less likely than the reference category.  In order to identify the most important determinants of con-traceptive use, and tease out direct and indirect relation-ships, Model I only examined the relationships between contraceptive use and socio-demographic factors, Model II examined the relationship between contraceptive use and exposure to FP information variables, while Module III was on the relationship between contraceptive use and household decision making indicators. Model IV is the full model representation the relationship between contracep-tive use and all predictors with the aim of identifying the most important predictors.     

Table 3: The Odds of Married Women Using Contracep-tives by Predictors  
 Variable Model I Model IV 

Odds Sig.* Odds Sig. 
1 SOCIO-

DEMOGRAPHIC Age of Respondents 
15-19 (ref) 
20-24 
25-29 
30-34 
35-39 40+ 

 
 
 
1.00 
2.91 
2.49 
3.14 
4.34 
4.31 

 
 
 
 
.157 
.232 
.149 
.067 
.071 

 
  
1.00 
2.36 
1.08 
.841 
1.03 1.50 

 
  
 
.437 
.944 
.882 
.982 .736 

2 State of Residence 
Yobe 
Borno 
Adamawa 
Taraba 
Gombe Bauchi 

 
1.00 1.43 
1.95 
4.60 
4.02 
2.46 

 
 .464 
.122 
.000 
.001 
.036 

 
1.00 
1.97 
2.65 
4.27 
5.23 7.54 

 
 
.317 
.106 
.017 
.008 .001 

3 Place of Residence 
Rural 
Urban 

 
1.00 
1.30 

 
 
.295 

 
1.00 
1.04 

 
 
.921 

4 Women’s Education 
No Education (ref.) 
Primary 
Secondary/higher 

 
1.00 
2.01 
2.38 

 
 
.003 
.001 

 
1.00 
1.57 
1.74 

 
 
.214 
.176 

5 Religion Islam – Trad (ref.) 
Christians 

 
1.00 
2.28 

 
 
.000 

 1.00 
1.93 

  
.079 

6 Wealth Index 
Poorest (ref.) 
Poorer 
Middle 
Richer Richest 

 
1.00 
.801 
1.31 
2.23 
4.28 

 
 
.384 
.345 
.015 
.000 

 
1.00 
.924 
1.12 
1.28 5.57 

 
 
.853 
.812 
.637 .006 

7 Number of Co-Wives 
No other wives (ref.) 
One or more 

 
1.00 
1.01 

 
 
.980 

 
1.00 
1.29 

 
 
.403 

8 Type of Employment 
Not working (ref.) 
Informal 
Formal 

 
1.00 
1.75 
1.16 

 
 
.010 
.514 

 
1.00 
1.59 
1.28 

 
 
.195 
.481 

 No of Living Children 1 or 2/None (ref.) 
3-4 
5+ 

 
 
1.00 
1.77 
3.61 

 
 
 
.024 
.000 

  
1.00 
3.18 
9.33 

  
 
.003 
.000 

 Husband’s Age  
34 or younger (ref.) 
35-49 50 or older 

 
1.00 
.800 
.561 

 
 
.429 
.101 

 
1.00 
1.01 .710 

 
 
.980 .533 

 Husband’s Education 
No education (ref.) 
Primary 
Secondary 
Higher 

 
1.00 1.76 
1.09 
2.29 

 
 .039 
.760 
.005 

 
1.00 
1.45 
.778 
1.75 

 
 
.387 
.557 
.208 
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 Husband’s employ-
ment 
Informal/Not work-
ing (ref.) Formal 

 
 
 
1.00 
1.38 

 
 
 
 
.170 

 
 
 
1.00 1.37 

 
 
 
 .372 

 Model I, Nagelkerke R2 = .275 = 28%   
 EXPOSURE TO FP 

INFORMATION 
Heard about FP on 
radio No (ref.) 
Yes 

Model II Model IV 
Odds Sig. Odds Sig. 
 
 
1.00 
1.27 

 
 
 
.395 

 
 
1.00 
1.53 

 
 
 
.230 

 Heard about FP on TV 
No (ref.) 
Yes 

 
1.00 
1.83 

 
 
.043 

 
1.00 
1.54 

 
 
.257 

 At health facility told about FP 
No (ref.) 
Yes  

 
 
1.00 
4.91 

 
 
 
.000 

  
1.00 
4.10 

  
 
.000 

 Read about FP on 
poster 
No (ref.) 
Yes 

 
 
1.00 
1.39 

 
 
 
.217 

 
 
1.00 
1.39 

 
 
 
.298 

 Model II, Nagelkerke R2 = .162 = 16%  
 HOUSEHOLD DECI-

SION MAKING 
Decision on health 
care 
Else (ref.) 
Joint decision 

Model III Model IV 
Odds Sig. Odds Sig. 
 
 
1.00 
.661 

 
 
 
.094 

 
 
1.00 
1.39 

 
 
 
.381 

 Decision on large 
household purchases 
Else (ref.) 
Husband/partner 
alone 

 
 
1.00 
 
.434 

 
 
 
 
.000 

 
 
1.00 
 
.571 

 
 
 
 
.116 

 Decision on visit to family/relative 
Else (ref.) 
Husband/partner 

  
1.00 
1.20 

  
 
.420 

  
1.00 
2.02 

  
 
.041 

 Model IV, Nagelkerke R2 = .380 = 38%  
* = statistical significant levels i.e. .001, .01, .005 Logistics regression results in Model I, Table 3 showed that state of residence, respondent’s educational level, religion, wealth status, type of employment, number of living children and husband’s educational level had significant relationship with contraceptive use, and the odds were in the expected direction (explained variance = 28%). Results in Model II showed that indicators of expo-sure to FP information that had significant relationship with contraceptive use were; heard about FP on TV last few months before the survey and told about FP at heath facility (explained variance = 16%). And when only household decision making variables were considered, the only significant factor was person who usually decides on large household purchases (explained variance = 3%).  In Model IV, all predictors of contraceptive use were factored into the equation to determine direct and indirect relationships. Results showed that only state of residence, wealth status, number of living children, and told about FP at health facility had direct relationships with contra-

ceptive use while wealth status was co-related with it. Predictors that had indirect relationships with contracep-tive use were those that were significantly related in Mod-els I, II, and III but were not significant in Model IV when all predictors were factored into the equation.  Model IV explained more variance (38%) in the rela-tionship between contraceptive use and its determinants, including variables in the model and those not in the equa-tion. Respondents in Bauchi state were over seven times more likely to use contraceptive than their counterparts in Yobe state, the reference category (P-value = .001). Re-spondents in Gombe state were five times more likely to use contraceptive than those in the reference category (P-value = .008), and respondents in Taraba state were four times more likely than the reference category to use con-traceptive (P-value = .017). On wealth status, respondents in the richest category were over five times more likely than their counterpart in Yobe state to use contraceptive (p-value = .006). Findings of this study showed that respondents who had more living children used contraceptive more than those who had none. Women who had five or more living children were nine time more likely than those who had none to use contraceptive (P-value = .000), and those who had three or four living children were three more likely than those who had none to use contraceptive (P-value = .003).  With respect to exposure to FP information, results showed that respondents who reported that they had about FP at health facility were four time more likely to use contraceptive than their counterpart who did not (p = .000). On household decision making, respondents were twice more likely to use contraceptive when hus-band/partner decided visit of respondent to fami-ly/relatives than the reference category (P-value = .041). This relationship was not significant in Model III when only household decision making variables were consid-ered thus, suggesting that decision on visit to fami-ly/relative may be co-related with another variable in Model IV.  
4  DISCUSSION & CONCLUSION 
Although evidence in the literature showed that socio-demographic factors [25,26], exposure to FP information [27], and household decision making factors [10,28] have strong relationship with contraceptive use, this study cor-roborates these evidence, and provides additional infor-mation on the factors that have direct or indirect relation-ships with contraceptive use. Thus, suggesting which in-dependent factors should come first in prioritizing strate-gies for program intervention.  In order to increase contraceptive use among married women in the north-east region of Nigeria where its use is considerably low, it will be necessary for policy and pro-grams to be more strategic by categorizing factors influ-encing use into primary and secondary based on the strength of evidence provided by this study. In order to increase uptake of contraceptive use, socio-demographic factors that should be considered first are; state of resi-dence, wealth status, and number of living children. It is not surprising to have state of residence as a key factor of 
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contraceptive use considering the ethnic differences across the states and by implication cultural differences as well. Also, wealth status role in accessing contraceptives is ob-vious considering transportation and monetary cost of obtaining a contraceptive method [29,30], while number of living children is adjudged a paramount factor in contra-ceptive use especially in developing countries [31]. Other socio-demographic factors that may be considered second-ary based on evidence from this study are, education, reli-gion, type of employment, and husband’s education.   Another primary factor important to contraceptive use in the north-east region is access to FP information at health facility. It seemed that women had more trust in information obtained from health facility as they would treatment or antenatal services from professionals usually doctors [32, 33]. This factor need to be considered along with the significant primary socio-demographic factors mentioned above for maximum effects.  Other variables that had indirect effects on contracep-tive use and are thus, classified under secondary influence were; exposure to FP information on TV, and person who decides on large household purchases. A factor termed as co-directly related with contraceptive use was person who decides on visit to family/relative. This factor is perhaps, strengthened by another factor since it was not significant in the reduced Model III. Policy and programming that considers these predictors prioritizing into primary and secondary will increase contraceptive use in the region. 
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2 Department of Vocational and Technology Education, Abubakar Tafawa Balewa University, Bauchi *iyshehu@gmail.com   Abstract— The main objective of this study was to determine the relationship between parents’ socio-economic back-ground, parental involvement and the students’ academic performance in higher institutions of learning in Adamawa state. The study used correlational survey research design. The population of the study consisted of all 649 final year 2016/2017 business education students in higher institutions of Adamawa state while the sample size of the study was two hundred and sixteen (216) students drawn using proportionate random sampling technique. The instrument for data collection was a questionnaire titled “Influence of Parent’s on Academic Performance Determination Questionnaire (IPAPDQ)”. The data collected were analyzed using mean and standard deviation and simple correlations. The findings of the study among others revealed that socio-economic background of parents relates with students’ academic performance in higher institutions of Adamawa State. The study also revealed that there was no significant relationship between parental involvement in the educational pursuit and business education students’ academic performance in higher institutions of Adamawa state. It was recommended that parents, irrespective of their tight schedule should endeavor to be more involve in the educational pursuit of their children either financially or morally. 

Keywords: Parent’s Socio-Economic Background, Parental Involvement, Business Education, Academic Performance  1. INTRODUCTION 
 Parents by virtue of their position at homes, families and society play a greater role on the lifestyle and behav-iors of the younger generation [1]. As a result, their atti-tudes and how they relate with their children at home de-termine the level at which they are involve in the upbring-ing and performance of their child or children [2]. More so, parents exert greater influence on the children’s decision as to who to associate with or not, what course to study at school, what career to pursue and even what type of per-son to marry or not for their future prospects.  In an im-plied sense, parents influence their children by their own admiration for education and acquisition of knowledge, the zeal and interest in their respective occupation, the type of associates they move with and even the type of messages they want to hear. Parents, therefore tend to modify the behavior, taste and preferences of their chil-dren.  However, parents’ socio-economic background such as their language, culture, religion and educational level attained provide a motivational factor on how far their children can go in the educational ladder. [3] highlighted that parents with more than minimum level of education are expected to have a favored attitude to their children’s education and to encourage and help them with school-work. However, parent with low level of education may 

not feel capable of assisting their child home exercises or play a role in his academic life as they may not understand the material to guide them with [4]. Parent’s socio-economic status which is usually a reflection of their pro-fession, vocation or trade makes significant impact on the academic pursuits of their children [5]. In addition to the above [6] stated that parental income is a cogent factor upon which the academic and vocational successes of sec-ondary school students’ life depends. A child that is de-prived of the essential needs is likely to perform poorly in his school work.  The cry of many Nigerians on the falling standard of education and no one can say empirically that the Nigerian standard of education has ‘risen’ since then. Sincerely, speaking the standard of education is getting worse. This has been corroborated by [7] who asserts that students’ poor academic performance is gradually becoming a norm in secondary and tertiary institutions in Nigeria. More so, judging from the previous academic performances of business education students in Adamawa state, their aca-demic reports have indicated that high academic achieve-ments have become a herculean task to attain among them as less than 5% of the students could graduate with a first class honor. [8] noted that the poor performances of busi-ness education students have affected the attainment of the objective for the provision of competent business educa-tion teachers at the secondary school level in the state. The extent to which these factors are responsible for poor aca-
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demic performance has, however, not been clear. In conse-quence, this study therefore seeks to determine the influ-ence of parents on business education students’ academic performance in higher institutions of learning in Adamawa State. 
1. OBJECTIVES OF THE STUDY 
 The main objectives of this study was to determine the influence of parents’ attitude and environment on aca-demic performance of business education students in higher institution of learning in Adamawa state. Specifical-ly, the study sought to: a) Determine socio-economic background of business ed-ucation students’ parents in higher institutions of learn-ing in Adamawa State. b) Determine the extent of parental involvement in the educational pursuit of business education students in higher institutions of learning in Adamawa State. c) Determine academic Performance of business educa-tion students in higher institutions of learning in Ada-mawa State. d) Determine the relationship between socio-economic background of business education students’ parents and their academic Performance in higher institutions of learning in Adamawa State. e) Determine the relationship between parental involve-ment in the educational pursuit of business education students and their academic Performance in higher in-stitutions of learning in Adamawa State.  2. METHODOLOGY 
 The research design used for this study was correla-tional survey design. The design provides an opportunity for the researcher to predict scores and explain the relationship among variables [9]. The population of this study comprised of all the 649 final year 2015/2016 busi-ness education students in the higher institutions of Ada-mawa state. The sample of this study was given as 216 students out of the total population of 649 final year busi-ness education students in Adamawa state. Stratified ran-dom sampling was used to divide each school’s population into a stratum and proportionately draw out from each stratum to form the sample of the study. The instrument used for data collection in this study was a questionnaire. The questionnaire was titled “Influence of Parents on Aca-demic Performance Determination Questionnaire (IPAPDQ)” and used for eliciting information from final year students of business education in Adamawa state higher institu-tions. Documents (specifically the academic records of the students) from the academic offices of the various depart-ments, showing the 2015/2016 End of Semester results and Cumulative Grade Point Average (CGPA) of final year stu-dents was collected, in order to derive the mean scores for 

academic performance [10]. The data collected was ana-lyzed using mean and standard deviation for research questions and z test was used to test the hypothesis at 0. 05 level of significance.  4. RESULTS 
4.1 Socio-economic background of business education students’ parents in higher institutions of learning in Adamawa State  Table 1 below showed that out of 6 items of parents’ socio-economic background, respondents agreed with all the items in the table and more emphasis was given to 1, where the respondents strongly agreed with it. With an average mean of 4.15 and standard deviation, the table revealed that socio-economic background of parents of business education students’ contributes in improving students’ academic performance in higher institutions of Adamawa State. Table 1: Socio-Economic Background of Parents of Busi-ness Education Students 

S/N ITEMS N Mean SD Rmk 
1. Parent’s Religion 195 4.60 0.77 SA 
2. Parents’ Culture 191 4.14 0.72 A 
3. Parents’ Language 199 4.20 0.84 A 
4. Parents’ Health Status 202 4.04 0.85 A 
5. Parental Style of Upbringing 206 3.89 1.01 A 
6. Parents’ Economic Class 188 4.03 1.04 A 

 Average 199 4.15 0.88 A 
Key: S.D = N = Number; Standard Deviation; SA = Strongly Agree; A = Agree; RMK = Remark 
4.2 Extent of parental involvement in the educational pursuit of business education students in higher institu-tions of learning in Adamawa State  Table 2 below showed that all the respondents agreed with all the items on parental involvement. With an aver-age mean of 3.97 and standard deviation of 0.93, the table revealed that the extent to which parental involvement contributes to business education students’ academic per-formance was high in higher institutions of learning Ada-mawa State. Table 2: Parental involvement in the educational pursuit of business education students 

S/N ITEMS N Mean SD Rmk 
1. Payment of School Fees 197 3.83 0.91 A 
2. Purchase of aca- 199 3.97 0.9 A 
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demic materials like school bags, handouts, textbooks etc 

1 

3. Assistance towards school assignment 198 4.01 0.93 A 
4. Encouraging you to read 200 3.97 0.92 A 
5. Reaction towards your test and exam-ination  Scores 

203 4.05 0.95 A 

6. General concern for your progress in school 
199 3.94 0.97 A 

 Average  197 3.97 0.93 A 
Key: S.D = N = Number; Standard Deviation; A = Agree; RMK = Remark 
4.3 Academic Performance of business education stu-dents in higher institutions of learning in Adamawa State  Table 3 shows grades and descriptive statistics of stu-dents’ academic performance in higher institutions of learning in Adamawa State. The scores of results ranged from a minimum 0f 0.93 to maximum of 4.78 scores. The result revealed that only 5 students obtained grade A re-sult; 52 obtained grade B result; 97 grade C; 52 grade D and 10 grade E. However, an average mean of 2.97 and standard deviation of 0.23 indicates the academic perfor-mance of the majority of students was within the lower grade level, generally falls within the range of grade C to E. This implies that getting grade A and B was a very diffi-cult task to majority of business education students in higher institutions of learning. 
Table 3: Academic Performance of business education stu-dents 
S/N ITEMS N Min Max Mean SD 

1. Grade A  (70% and above) 
5 4.54 4.78 4.63 0.11 

2. Grade B  (60 – 69%)  52 3.50 4.46 3.96 0.28 
3. Grade C  (50 – 59%) 97 2.40 3.49 2.94 0.31 
4. Grade D  (45 – 49%) 52 1.55 2.38 2.04 0.25 
5. Grade E  (40 – 44%) 10 0.93 1.49 1.29 0.19 
 Average    2.97 0.23 

Key: N = Number; S.D = Standard Deviation; 

4.4 Relationship between socio-economic background of business education students’ parents and their academic Performance in higher institutions of learning in Ada-mawa State  Table 4 shows the simple correlation (r) between business education students’ academic performance and their parents’ socio economic background. The results re-vealed that only two items have a positive statistically sig-nificant relationship with the students’ academic perfor-mance in the institutions. These items include Parents’ Language (0.03 ⃰⃰⃰⃰) and Parents’ Economic Class (0.03⃰⃰⃰⃰). This implies that language and economic capacity of parents plays greater role improving students’ academic perfor-mance. Table 4: Correlations between socio-economic back-ground of business education students’ parents and their academic Performance 
S/N ITEMS Corr. Sig 

1. Parent’s Religion 0.13 0.07 
2. Parents’ Culture 0.11 0.50 
3. Parents’ Language 0.16 0.03 ⃰ 
4. Parents’ Health Status 0.08 0.28 
5. Parental Style of Up-bringing 0.07 0.35 
6. Parents’ Economic Class 0.16 0.03 ⃰ 

⃰P< 0.05  4.5 Relationship between parental involvement in the educational pursuit of business education students and their academic Performance in higher institutions of learning in Adamawa State   Table 5, shows the simple correlation (r) between business education students’ academic performance and their parental involvement in the educational pursuit in higher institutions of learning in Adamawa State. Analysis of the items revealed that statistically significant relation-ship does had not existed between business education stu-dents’ academic performance and their parental involve-ment in the educational pursuit in higher institutions of learning in Adamawa State. This implies that parents do not usually care much to know the progress of their chil-dren in acadmic activities.  Table 5: Correlations between parental involvement in the educational pursuit of business education students and their academic Performance 
S/N ITEMS Corr. Sig 

1. Payment of School Fees 0.02 0.76 
2. Purchase of academic mate-rials like school bags, handouts, textbooks etc 

0.05 0.05 

3. Assistance towards school assignment 0.07 0.38 
4. Encouraging you to read 0.07 0.34 
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5. Reaction towards your test and examination scores 0.07 0.34 
6. General concern for your progress in school 0.06 0.38 

 ⃰P< 0.05 
5. DISCUSSION 

The findings of this study revealed that bivariate correlation between socio-economic background of parents influences business education students’ academic perfor-mance in higher institutions of Adamawa State revealed that parents’ language, parents’ economic and academic performance that significant association existed. This fur-ther emphasized the need of including mother tongue in the training of vocational education students in Nigeria. This finding concurred with [11] [12] [13] finding that pa-rental backgrounds, parental economic status, parental marital status and parental home location have an influ-ence on a child’s academic performance. Although, the findings disagree with that of [14] and [15] who found out that there is no much difference between the academic performance of students who have rich parent and that of students who are from poor parents. As there was a signif-icant relationship between parents’ socio-economic back-ground and business education students’ academic per-formance in higher institution of Adamawa state.   Also the finding of study showed that bivariate cor-relation between the items revealed that statistically signif-icant relationship had not existed between the between business education students’ academic performance and their parental involvement in the educational pursuit in higher institutions of learning in Adamawa State. This supported the finding of [13] and [16] who founded that there is always a tendency of improvement when parents involve themselves in their children’s academics activities. Although, this contradicted the findings of [15] and [14] who found out that home factors do not really measure up to a students’ academic performance in terms of students who have other guides aside from their parents.   7. CONCLUSION AND RECOMMENDATION 
 Based on the findings of this study, it was concluded that parental attitude (i.e. parents’ socio-economic back-ground and parental level of involvement) influence busi-ness education students’ academic performance in higher institutions of Adamawa state. The following recommen-dations were also made; 
 Parents should be fully made aware that their socio-economic background has an influence on their chil-dren’s academic achievement in school. 
 That, parents irrespective of their tight schedule should endeavor to be more involve in the educational pursuit of their children either financially or morally. 
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Abstract—Urban Sprawl in Minna is a phenomenon that is quite pronounced with many unsustainable impacts, consequently rais-ing concern for environmental sustainability. This research evaluates Urban Sprawl dynamics in terms of its magnitude, direction and nature of occurrence by integrating Remote Sensing, GIS tools and Shannon’s Entropy. The Landsat images of the study area acquired for the years 1990, 2000, 2010 and 2017 were processed and classified, the result shows that land use land cover is rapidly being transformed into built up area. The images were further divided into concentric buffer zones easily adoptable by relative Shan-non’s entropy, due to its high flexibility and the fact that it is unrestricted by the number of divisions used, the relative Shannon’s entropy was calculated, It revealed that in 1990 and 2000 urban sprawl has low magnitude with compact form of settlement, while in the year 2010 and 2017 it became evenly dispersed with higher magnitudes and directed towards the south-western part of the study area, it shows that urban sprawl had always increased in its rates of dispersal throughout the period of the study, it is gradually be-coming compact, as indicated by changes in its pattern from 2010 to 2017, showing increasing signs of environmental problems and decaying urban infrastructure. This research provides information about the pattern of urban sprawl which will help environmental managers in decision making. It is recommended that the rate of urban sprawl and increasing environmental decay should be matched with proportionate economic growth and environmentally friendly development practices.  
Keyword—Environment, GIS, Relative Shannon’s Entropy, Remote Sensing, Urbanization. 
2 INTRODUCTION  
Urbanization is a “process of human agglomeration in multi-functional settlement of relatively substantial size” (Jiboye, 2011). According to Ujoh, Kwabe and Ifatimehin, (2010), it is the process that refers to the growth both in size and numbers of urban centre. This process is respon-sible for the transformation of towns, cities and metropoli-tan areas, while at the same time increasing the process of direct rural-urban migration. Increased population growth has led to massive urbaniza-tion and concentration of socioeconomic and physical ac-tivity, resulting in the creation of environmental issues and concentrate problems and vulnerabilities (Dawson, et al., 2014). Urbanization has become not only a manifestation but also an engine of change on how humans use and view the en-vironment, Nigerian Cities are witnessing high rate of en-vironmental deterioration and are rated among urban are-as with the lowest livability index in the world (Adedeji and Eziyi, 2010), this is due to attempt by Nigerians to ad-just their seemingly endless wants and desire for food, shelter, recreation, transportation, infrastructural facilities and so on to the land and other environmental resources available to them, as a result Urban infrastructures such as roads/streets, housing, electricity, water supply and waste management systems are depreciating and this has com-pounded the way the cities are sprawling. In Minna urban sprawl is exceptionally rapid, such rapid urban growth has had many unsustainable impacts, it has consumed significant amounts of resources, produced waste, pollution and degrades the environment in the form of loss of agricultural land, green spaces and natural land, increased energy consumption and therefore, greater environmental pollution. Increased need for more infra-

structure like water, electricity, roads and health care facil-ities, the degradation of peri-urban ecosystems and valua-ble habitats within the city. It has lead also to increased traffic and high automobile dependency, as a result exac-erbates global warming. Currently these problems are major urban challenges in Minna, consequently raising the point that the cost of sprawl is borne by all of us not just those creating it. This opens up the field to investigate and understand its dy-namics, with the aim of evaluating the trend and dynamics of urban sprawl in Minna. 
1.1 Objectives 

 To analyze Land use Land cover trend in Minna from 1990-2017.  
 To Evaluate urban sprawl dynamics in Minna from 1990-2017.  

1.2 Study Area The study area is located about 150 kilometers from Abuja the Federal Capital Territory of Nigeria; Minna lies be-tween latitudes 9°24ˈN- 9°48ˈN and longitude 6°25ˈE - 6°45ˈE, it is the State capital of Niger state (figure 1). It has a total population of approximately 506,113 with an aver-age population density of about 3448 persons per km2 (NI-SEPA, 2009). The population growth in the city is among the highest in the country and faster than the national av-erage because of its proximity to the Federal Capital Abuja, it is occupying a land area of about 6,789 square kilometers and lies on a geological base of undifferentiated basement complex of mainly gneiss and magnetite (NISEPA, 2009). 
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Figure 1: The location of the Study area Source: Niger State Geographical Information System 
2 METHODOLOGY 
The data sets utilized were Landsat images of the study area for the years 1990, 2000, 2010 and 2017. The Landsat Images were acquired and classified as secondary data with their characteristics presented in table 1.  
Table 1: Details of secondary data used and their charac-teristics Data Bands Date Resolution Path/Row Landsat TM 7 Bands 1990 30M 189/053 1990 Landsat ETM+ 7 Bands 2000 30M 189/053 2001 Landsat ETM+ 7 Bands 2010 30M 189/053 2011 Landsat OLI/TIRS 10 Bands 2017 30M 189/053 2017 
2.1 The analysis of Land use Land cover trend in Minna from 1990 to 2017. The rate of Land use Land cover (LULC) change in Minna between 1990 and 2017 was analyzed at a decade interval, the four landsat images were preprocessed and classified. The spectral bands of the images were stacked and masked in Erdas imagine 9.0 and ARC-GIS 10.3 environment. Su-pervised raster classification was carried using training samples obtained from the field, with maximum likelihood algorithm in the ARC-GIS environment to identify the homogenous groups of pixels, which represent various land use classes of interest; this was verified with a ground truth of the area. The land use were classified into four; Built up area, Bare-ground, Water and Vegetation which were computed and presented in a graph. 
2.2 Urban Sprawl Dynamics in Minna 1990-2017 In other to evaluate urban sprawl dynamics in Minna, the classified landsat images were divided into concentric cir-cles as buffer zones, from a point about the center of the 

study area as employed by Srimanta, et al (2013), the ap-proach used in this research involves the division of the study area into 15 zones, which is easily adoptable by the model used (relative Shannon’s entropy), due to its high flexibility on how the study area is divided and the fact that it is unrestricted by the number of divisions used.  The major variables are relative entropy (En) as well as change in relative entropy, which were calculated using equation one (1) and three (3) respectively with the results presented in graphs, the value for relative entropy ranges from zero (0) to one (1), where a value of one indicates even dispersal of the variable and a value of zero (0) indi-cates minimal dispersion (compactness), half way between zero (0) and one (1) is used as a threshold to determine whether the variable can be described as moderately dis-persed or concentrated, the relative entropy was calculated using the formula given by Pedro et. al. (2013) En =     (1) Where n= 15 which is the number of zones  Pi =           (2) Where Pi = the density of land development, XI = built up land in ith zone and ∑XI. = total amount of land in ith Zone. Change in relative entropy between two time periods indicate the magnitude, direction and nature of urban sprawl occurrence between the time periods. Therefore, changes in relative entropy values were calculated by sub-tracting the relative entropy value of the base year from that of the terminal year, using the formula given by Thomas (1981):  ∆En =      (3) Where, t and t + 1 respectively indicate the base year and the terminal year. The values below one (1) indicates low magnitude, higher concentration and inward direction of sprawl, while values at one exactly is an indication that sprawl has remained constant from the previous year., and values above one is an indication of  high magnitude, increased dispersion and outward direction of sprawl. 
3 RESULT AND DISCUSSION  
3.1  Analysis of Land use Land cover trend in Minna 1990- 2017 The changes in Land use Land cover in Minna from 1990 to 2017 appeared not to have maintained a consistent pat-tern, built up area in 1990 was 2.4% of the total land area and 3.8% in 2000, it then rapidly increased to 19.1% by the year 2010 and 48.2% in 2017,  covering almost half of the total land area as depicted in figure 2, this is as a result of the rapid migration of people to Minna due to the better economic opportunities being a state capital and its prox-imity to the Federal Capital Territory Abuja. Bare ground covered 4.2% of the total land area in 1990 and then decreased to 3.5% in the year 2000, which 
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may be due to reduced human activities in some areas where it existed and the ability of vegetation to regenerate, by 2010 it rapidly increased to 9.6% due to increased popu-lation and human activities,  mostly illegal mining around Chanchaga area indicated in figure 2, dramatically it re-duced to 1.8% of the total land area in 2017, largely due to reduced mining activities, the ability of the vegetation to regenerate and conversion into built up area. 

 Figure 2: Land use Land cover trend in Minna 1990-2017. 
Water in Minna was covering 0.5% of the total land area in 1990 and decreased to 0.3% in 2000, this is mainly due to drying up of most surface water in Minna as a re-sult of building constructions and dumping of refuse in stream channels. It have remained constant through 2010 to 2017 at 0.3% of the total land area as indicated in figure  2, surface water left are concentrated to particular locations which have witnessed very little human activities.    The vegetation of Minna from 1990 to 2017 have be-ing decreasing, it is inversely proportional to built up area as indicated in figure 2, it covered 92.9% of the total land area in 1990 by 2000 it reduced to 92.3, it rapidly decreased to 71% in 2010 and by 2017 it is covering 49.7% of the total land area, due to its conversion into built up area as can be seen in figure 3 and figure 4.  

 Figure 3: The classified image of 1990 and buffer zones 

 Figure 4: The classified image of 2017 and buffer zones 
3.2  Urban Sprawl dynamics in Minna 1990-2017  The figure 5 depicts variations in urban sprawl and chang-es in its occurrence from 1990 to 2017, it is indicating that in 1990 and 2000 the rate of urban sprawl occurrence is low and is concentrated to some parts of Minna town, which indicates a compact form of settlement as displayed in figure 3, while in the year 2010 and 2017 the rate of ur-ban sprawl occurrence became very high and evenly dis-persed as can be viewed from figure 4, an indication that the town is approaching  high rates of dispersal from where it will gradually become compact, generally urban sprawl have being increasing in its rates of dispersal throughout the period of study.  
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 Figure 5: Variations in relative entropy values 1990-2017 

Figure 6: Changes in relative entropy values 1990-2017 
Figure 6 shows changes in relative entropy values be-tween the time periods under study which is indicating changes in urban sprawl behaviour; implying low magni-tudes from 1990 to 2000 and from 2010 to 2017, while it has a high magnitude from 2000 to 2010 signifying the highest urban sprawl occurrence rate of the period under study. It can also be observed, that the variation indicates changes in urban sprawl behaviour from 1990 to 2000 and its be-haviour from 2000 to 2010 which shows rapid rates of dis-persal, high magnitude and an outward direction of sprawl occurrence, while its behaviour from 2010 to 2017 indicates compactness, lower magnitude and an inward direction of sprawl occurrence, an indication that urban sprawl occurrence slowed down from 2010 and 2017. 

4. CONCLUSION 
From the findings Urban sprawl in the study area was ear-lier compact with low magnitude from 1990 to 2000, it gradually became dispersed with high magnitude from 2000 to 2010 and is becoming compact with low magnitude from 2010 to 2017, it is directed towards the south western part of the study area with emerging environmental issues and rapidly decaying urban infrastructure such as 

roads/streets, housing, electricity, water supply and waste management system. It is quite important to note that this research is limited to the dynamics of urban sprawl; it is therefore recommended that the scope of subsequent re-searches should include the effects of urban sprawl on en-vironmental sustainability. Attainment of Environmental sustainability in Minna will remain a mirage, if the current rate of urban sprawl and increasing environmental deterioration  are not pro-portionately matched with economic growth and envi-ronmentally friendly development practices. Therefore the need for Proper environmental management is paramount to the sustainability of the environment, as this research provides information about the dynamics of urban sprawl occurrence, which will help environmental managers in decision making. 
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The Emerging Role of Pleadings in Determining 
Arbitrators’ Jurisdiction  

Felix Uwadia*, Olusola Bejide and Sylvanus Sumanu 

Department of Quantity Surveying, Auchi Polytechnic, Auchi, Nigeria *felixuwadia@gmail.com  Abstract— Arbitration was borne out of desire of parties to settle their dispute expeditiously, privately and devoid of the adversarial publicity and delays inherent in litigation. The benefits of settling disputes by means of arbitration is being eroded in recent times due to protracted  litigation by parties that had hitherto embraced arbitration as they often resort to litigation, having failed to resolve their dispute via arbitration. One of the issues that is often contended by the parties has been that arbi-trator exceeded his jurisdiction because award dealt with pleadings (matters) not covered by the submission to arbitration. The objective of the research therefore, is to ascertain the extent that pleadings delineate jurisdiction of the arbitrator. Cases on at-tacks on the award of the arbitrator with respect to jurisdiction and pleadings formed the focus of the study. The research is legalistic and entails the adoption of case-law based approach of research methodology. Cases were prioritized in their analysis and preference given to international arbitration cases, particularly case laws reported in The United Nations Commission on International Trade Law on Arbitration (UNCITRAL) Digest of Cases Laws, and Lexis Malaysia law report. The study re-vealed that arbitrator’s jurisdiction is not strictly within pleadings.  
Keyword— Arbitration; Arbitration Agreement; Award; Jurisdiction; Pleadings; Setting-aside award 

1 INTRODUCTION  
 Arbitration is a process whereby the parties to a dispute agree to settle the dispute by an independent third party and to be bound by the decision he makes known as award. The award of the arbitrator is usually prepared based on the submissions of parties in a process known as plead-ings. Pleadings refer to a statement of facts which sets the basis of the plaintiff’s claim of his or her action against the defendant. It is also used to refer to the statement of fact setting out the defence against the claims and any reply thereafter.  Pleadings provide the arbitrator with the jurisdiction to arbitrate on disputes referred to him. It is the only source of the arbitrator’s powers that usually provides specific guide and direction to the arbitrator in all arbitral proceedings. Pleadings are also the only source of the arbi-trator’s jurisdiction that enables him to correctly delineate issues in all arbitral proceedings, especially in complex and complicated disputes.  Consequently, pleadings have accounted for the nu-merous attacks by aggrieved parties who usually contend that the arbitrator was unfair or that they were denied eq-uity and natural justice because the arbitrator either did not take into cognizance all the issues pleaded by them or that he deliberately decided his award on issues that were not pleaded.     The jurisdiction of the arbitrator refers to his authori-ty, mandate or competence [1]. It means the power of the arbitrator to arbitrate on disputes referred to him by par-ties in a legally binding arbitration agreement.   Despite the plethora of case laws and courts decisions on controversies pertaining to the jurisdiction of the arbi-trator with regard to pleadings, there appears to be no end 

to disputes and controversial court decisions and pro-nouncements with regard to attacks on arbitration awards and jurisdictional powers of the arbitrator by parties to arbitration agreement.   Therefore, this study has set out to find the extent that pleadings define the jurisdiction of the arbitrator against the backdrop of other sources that confer jurisdic-tional powers on the arbitrator.  1.2 Objective of the Research To ascertain the conditions precedent for a recourse to a court against an arbitral award because it dealt with a dis-pute not contemplated by or not falling within the terms of the submission to arbitration, or contains decisions on matters beyond the scope of the submission to arbitration can be upheld by Courts.  1.3 Research Questions The question that this study seeks to proffer answer is; why are Courts relunctant to uphold an attack to set aside arbitral award on the grounfs that  the award dealt with a dispute not contemplated or not falling within the terms of the submission to arbitration, or contains decisions on matters beyond the scope of the submission to arbitration. 
 1.4 Scope and Limitation of the Study The study is confined to the study of the practice of arbi-tration proceedings with particular reference to pleadings of parties in dispute and how their pleadings delineate and define the roles and functions of the arbitrator global-ly.  The research is legalistic and will entail the adoption of case-law based approach. Cases will be prioritized in their analysis and preference given to international arbitra-
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tion cases, particularly case laws reported in UNCITRAL Digest of Case Law on the Model Law on International Commercial Arbitration. Other sources of case laws are law report from states, regional arbitration institutions and Lexis Nexis group.  1.5 Significance of Study This study has become imperative in order to cut down on arbitration time, cost and strain on business  relationships by  contending parties who  revert  automatically to  litiga-tion because the award dealt with matters not contemplat-ed by or not falling within the terms of the submission to arbitration, 
2. RESEARCH DESIGN 
Legal case laws emanating from Courts judgments on Ar-ticle 34(2)(iii) of UNCITRAL Model Law on International Commercial Arbitration domiciled in states and internation-al  arbitration rules and judgements of courts globally will be selected and analyzed to ascertain the legal doctrines applied in the decisions of the Courts. 
3. RESEARCH METHODOLOGY 
The lega doctrinal research methodology include the following: • A Literature Review • Historical Analysis of court judgements  • Content Analysis: Reading judgments, legisla-tion and policy documents   3.1. Litrearature review The submissions of parties in dispute define the strict and exact application of the powers of the arbitrator in respect of the issues pleaded [1]. The arbitrator is generally re-quired by the rules of evidence to adhere to the pleadings of parties in the preparation of his award Jurisdiction is the lifeblood of all legal proceedings [2]. Where a court or tri-bunal lacks jurisdiction the entire proceedings would be a nullity no matter how well conducted. The legal principle 

that “you cannot put something on nothing and expect it to stand” remains trite and applicable to arbitral proceed-ings.[3]   3.2 Data collection  In order to achieve the objective of the research, data was sourced from the Malaysia Law Journal (MLJ) via the Lexis Nexis website. Extensive reference to the UNCITRAL case report was also made to obtain judgments of decided cases on arbitrator’s jurisdiction and pleadings. Secondary sources of data such as articles, journals, textbooks and other sources and related internet platforms were consult-ed. The number of cases collected, year and sittings of the cases are shown in the table below:  Table 1: Number of cases collected and sittings of the cases 
Sittings of cases Number of cases Year of cases New Zealand 1 1999 Mexico 1 2001 Singapore 2 2012 Zimbabwe 1 2013 Malaysia 1 2013 Ireland 1 2015 South Wales 1 2015 United States of America 3 2012,  2015  3.3 Data analysis Law reports on arbitration proceedings in High Courts and Appeal Courts were collected and thoroughly studied and filtered to ensure that the cases analyzed were relevant to the issues of delineations of the arbitrators’ jurisdiction. Particular attention was given to the analysis and understanding of the legal principles and rules under-lying the arbitrator’s awards and courts’ decisions in in-stances where cognizance of submissions of parties where taken by arbitrators and courts in arriving at their awards and decisions respective

Table 2: Summary of analysis of Cases and Courts’ judgement on attack to set aside an arbitral award because it dealt with a dispute not contemplated or not falling within the terms of the submission to arbitration, or contains decisions on matters beyond the scope of the submission to arbitration 
Country Case Year Facts of case Decision of Courts New Zea-land Trustees of Rotoarai Forest Trust v. Attorney-General [1999] 2 NZLR 452  

1999 The plaintiff sought to set aside the award for breach of natural justice, alleging lack of opportunity to be heard.  

The court dismissed the appli-cation to set aside the award and held that the plaintiff had enough opportunities to sub-mit additional evidence and allegation, but decided not to do so.  
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Mexico Grupo Carce, S.A. de C.V v Pipetroniz, S.A. de Mex-ico. Seventh Civil Colle-giate Court of the First Circuit, RC-1542/2001, 6th  December 2001, Original in Spanish (Unpulished)  

2001 Appeal against a decision of a lower court that overturned the setting aside of an arbitral award on plead-ings related issues.   

Held: an action to set aside an arbitral award was to be con-sidered as a procedure to as-certain the existence and va-lidity of the arbitral award itself, and not as a recourse against the award. 

Singapore CRW Joint Operation v PT Perusahaan Gas Negara [2011] 4 SLR 305, 319 
2011 The appellant approached the high court to overturn the decision of a high court which had validated an award of arbitration tribunal because it had dealt with a dispute not plead-ed 

Held: Court is not concerned with the situation where an arbitral tribunal did not have jurisdiction to deal with the dispute which it purported to determine. Rather, it applies where the arbitral tribunal improperly decided matters that had not been submitted to it or failed to decide mat-ters that had been submitted to it.  Singapore     

PT Prima International Development v Kempinski Hotels SA [2012] 4 SLR 98 

2012  Appeal against the verdict of a high court which had set aside an arbitra-tion award because arbitrator made reference to an unpleaded issue in the preparation of the award. 

Held: High court judge inter-preted Art 34(2)(a)(iii) of the UNCITRAL model law nar-rowly 
Singapore Pacific China Holdings Ltd (In Liquidation) v Grand Pacific Holdings Ltd [2012] 4 HKLRD 569  

2012 An action for Appeal court to set aside arbitral award because the ap-pellant was not given proper notice of the arbitral proceedings and was also unable to present his case and the arbitral proceedings were contrary to the arbitration agreement 

The Court held that it may refuse to set aside an award if a violation of the Article 34 UNCITRAL Model Law had no effect on the outcome of the arbitration 
Malaysia Perwira Bintang Holdings Sdn Bhd v Kerajaan Ma-laysia [2013] MLJU 1458       

2013 Arbitrator demanded to know the quantity of excavation in rock and contractor petitioned the court be-cause the arbitrator had considered an unpleaded issue in preparing his award. 

Held: Award set aside be-cause it was manifestly un-lawful and unconscionable to subsist and the conclusions reached by the Arbitrator are patently and obviously illogi-cal and perverse. 

Ireland Delargy v Hickey [2015] IEHC 436  
2015 An application to set aside an award because arbitrator dealt with issues not contemplated by or not falling within the terms of the submission to arbitration or contains decisions on matters beyond the scope of the sub-mission to arbitration. 

Held: The grounds to set aside and/or resist enforcement under Article 34 and 36 of the Model Law respectively are discretionary in nature. 

New South Wales 
Colin Joss & Co Pty Ltd v Cube Furniture Pty Ltd [2015] NSWSC 735  

2015 Joss had petitioned the court that ar-bitrator exceeded his authority (juris-diction) and had not expressed a dis-cernible methodology of reasoning, and had given reasons which were illogical, incoherent, inadequate, in-consistent, and ambiguous and had 

Held: The applicant must demonstrate real unfairness or real practical injustice on how the arbitration was conducted or resolved by reference to established principles of natu-ral justice or procedural fair-ness.  
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4. FINDINGS 
Findings from the research revealed that the jurisdiction of an arbitrator is determined by matrix of factors and pecu-liarity of the dispute. It is the resultant effect of the inter-play of these matrix of factors that determine his jurisdic-tion and the extent that pleadings affect his jurisdiction as well. 1. The courts in recent times have adopted very strong pro-arbitration stance and principle of min-imal court intervention in arbitration and can only intervene only in circumstances where award is manifestly unlawful, unconscionable and the con-clusions reached by the Arbitrator are patently and obviously illogical and perverse.  2. An award must be serious, even egregious such that a party has been denied due process before a violation of Article 34(2) of the Model Law  3.  The Court may refuse to set aside an award if a violation of the Article had no effect on the out-come of the arbitration.  
5. CONCLUSION 
The study revealed that a party that “attacks” arbitration award to set it aside soley because the award dealt with matters not covered by the submission to arbitration has an arduous task of convincing the Courts to uphold such attack. The Courts have also held that the provisions in arbitra-tion laws that conferred powers on the Courts to set aside arbitration awards must be treated with minimal interfer-ence and not.construed narrowly.  
 

6. RECOMMENDATION 
The researcher recommends that parties to arbitral agree-ment should not have recouse to set side an arbitrator’s award soley predicated on jurisdiction of the arbitrator with regard to pleadings,  
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acted unreasonably and irrationally.   
United States of America 

Private Assured Inc v Ac-cessdata Corporation Lim-
ited [2015] US Dist. LEX-IS 53994  

2015 AccessData approached the court to vacate the Arbitrator's award because arbitrator made an award on a claim beyond his contractual authority as the issues were not pleaded. 

The Court held that despite any deficiencies in the Arbi-trator's opinion about whether the Agreement was unambig-uous, the court must uphold the Award because the Arbi-trator arguably "interpreted the parties' contract." 
Zimba-bwe 

Gold Driven Inv. (Pvt) Ltd v TelOne (Pvt) Ltd & An-
other [2013] ZWSC 9  

2013 It is an appeal against the judgment of the High Court dismissing an ap-plication for review of an arbitral award which the applicant argued that the award ended up dealing with a dispute not contemplated by or not falling within the terms of the sub-mission to arbitration as envisaged among other issues.  

Held: Award did not consti-tutes a palpable inequity in the proportions envisaged and magnitude described by the applicant 
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Abstract— Housing project financing in Nigeria is crucial, hence there is need to assess the various financing options for housing projects. The study examines the factors affecting the supply of finance on housing projects. The study also evaluates the factors affecting housing finance in a developing economy. The study reveals the impact of Nigeria financial system in lending out loans for housing projects in Nigeria. A total of 105 questionnaires were administered to    various respondents in the construction sector and some financial institutions out of which sixty-six were retrieved and found suitable for analysis. Mean score ranking was used for data analysis. The  study revealed that the major finance options for housing projects include consortium/syndicated loans, government grants, bank borrowing, personal savings, re-tained earnings, mortgage institutions, equity capital, debt factoring etc. The factors affecting the supply of finance on housing projects include regulation and monetary policies, inflationary expectations, efficiency of the financing system, level of economic activities, structure of the financial system and public- sector deficit. It is recommended that contrac-tors, clients and property developers should know the various requirements and means to source for finance for housing development projects in Nigeria. 
Keyword— Finance options; Housing development; Housing finance  

1 INTRODUCTION  
Construction is one of the most important activities in any economy.  Large chunks of national resources are usually used in the provision of infrastructures, thus this sector plays an important role both in production and provision of services to the community. These infrastructures include buildings, bridges, dock, lands, airfield and host of other structure created to provide mankind with goods and ser-vices. Creedy [1] opined that the industry have common characteristic stemming mainly from physical nature of the construction product and its demands. Furthermore, fi-nance may be described as the pivot around which other construction resources revolve. Since without it, it will be difficult to obtain other resources.   
Hence, whenever housing projects are initiated by build-ing contractors or clients, the problem of ensuring ade-quate financial requirement to complete the design, com-mence construction, and ensure smooth operation on site through to completion remain very glaring. Without ade-quate provisions for these financially, there will be budget-ary difficulties, cash flow constraints that often lead to dis-putes and abandonment of projects [2]. In Nigeria, most housing projects require a commitment of huge amount of resources in form of money, materials, machine, and man-power. Of these four resources, money which may be de-scribed as the financial requirement play the pivotal role since other resources will hinge and revolve around it. From the conception of any housing project, arranging for financing is the first and paramount necessity of client and/or the contractor . In Keatsy  Waston’s study (as cited [3], have all identified the difficulties in obtaining the re-quired finance as a major constraint in a developing coun-try like Nigeria. Akintoye and Fitzgerald [4] carried their argument further by posing conceptual model for financ-

ing small contractors in developing countries.      
1.1 The Needs of Financing Housing Projects The need for project funding arises from the fact that the scope of most projects demands fairly large sums of mon-ey, which are usually beyond the means of the project sponsor. Thus, there is the need to develop financial pack-ages that would assist the sponsor to realize the project objectives and plan [5]. In Nigeria as in most developing countries; project funding is necessitated as a result of in-flation problems which give rise to fluctuations and cost overruns. Regulatory policies which arise from changes in government laws can sometimes pose problems of funding a project and includes such thrusts as import duty, excise duty and other forms of tariffs and interest rates. 
1.2 Characteristics of Financing Housing Projects  Characteristically, no one party alone assumes the full re-sponsibility of a project; rather project financing is made possible by combining undertakings and various kinds of guarantees by parties who are interested in a project.  Pan-dy’s study as cited in [6] articulated these attributes and posited that typical project financing package is noted for having a separate project entity created which receives loans from lenders and equity from sponsors. Debt ser-vices and repayments are entirely dependent on the pro-jects’ cash flows. Project financer's risks are entirely cov-ered by the sponsor's guarantee. Third parties like suppli-ers, customers, government and sponsors commit them-selves to share the risk of the project. The financing plan is therefore made sufficiently flexible to tap the most advan-tageous period in capital and financial market.  1.3 The   Nigerian Financial System    The establishment of Central Bank of Nigeria (CBN) in 1959 effectively marks the beginning of formal and orga-nized financial system in Nigeria. Before then, corpora-
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tions operating in Nigeria could not raise capital for their operations while the surplus funds of financial intermedi-aries had to be invested in off-shore ventures. The CBN has since championed the process of the development of an efficient financial market through appropriate mone-tary policy instruments [7].      The Nigerian financial market can be broadly divided into two parts, the formal market system and the informal market. The formal system predates the colonial era and has refused to be totally eclipsed by the rather domineer-ing informal market due to the inefficiencies in the formal system [8]. The formal system which understandably pre-dominates the financial system comprises the money mar-ket and the capital markets. The money market deals with short term funds while the capital market takes care of long term finance.. The financial market can also be cate-gorized into two segments which are the primary and the secondary segments. The primary segment of the market deals with fresh funds while the secondary segment pro-vides liquidities to lender. It is important to note here that the formal system is highly regulated, supervised and con-trolled by several institutions including the Central Bank of Nigeria, the Securities and Exchange Commission (SEC), Nigerian Deposit Insurance Corporation (NDIC) and the Nigeria Stock Exchange (NSE). The major players in the money market are the Central bank, the Deposit money banks (DMBs) and discount houses. In the capital market, the major players are the private firms, develop-ment finance institutions (DFIs), and the Securities and Exchange Commission (SEC).   1.4 Factors Affecting the Supply of Finance on Housing Projects in Nigeria Generally, the supply of loanable funds in Nigeria has been low as evidenced by the low level of aggregate saving to GDP. The supply of loanable funds have been con-strained by low disposable income, low deposit rates, vis-a-vis the yield for alternative investment, a low level of banking habit and the existence of a large informal market. The demand for loanable funds in Nigeria has been signif-icantly influenced by the fiscal operations of the govern-ment which have consistently relied on the banking sys-tem to finance their budgetary deficits leading to crowding out of developers of constructed facilities. Some of the fac-tors that affect the supply of finance in housing projects in Nigeria are public-sector deficit, private savings, regulato-ry and monetary policies, level of economic activities, in-flationary expectation, structure of the financial system and efficiency of the financial system. 
1.5    Methodology The methodology adopted for the study involved the use of a relevant research instrument which was administered to the various targeted respondents under the survey.  1.5.1 The Sampling Frame The adequacy of a sample is known by how well it repre-sents the whole population of participants from which the sample is intended to be drawn. The sampling frame is as shown in Table 1 below. 

Table 1: Sampling Frame of Respondents 
 Respondents Number 1 Financial Institu-tions 49 
2 Property Develop-ers 25 
3 Contractors 15 
4 Sub-Contractors 25  Total 105  1.5.2 Sample Size There are several approaches to determining the sample size. These include using a census for population, imitat-ing a sample size of similar study using published tables and applying formulae to calculate a sampling size. A cen-sus is attractive for small population e.g. 200 or less, alt-hough cost considerations make this impossible for large population. This research work adopted the formal meth-od because of the large study population. The sample size in respect of the various categories of respondents was   determined from the following formulae. n = n1  1 + n1     N  Where n = sample size 

N= Total population. The sample size for the study popu-lation is as shown in Table 2. 
Table 2: Sample size of Respondents 

 Respondents Number 1 Financial Institu-tions 22 
2 Property Develop-ers 19 
3 Contractors 12 
4 Sub-Contractors 13  Total 66  1.7     Method of Data Presentation and Analysis  Generally, the procedure and method employed in the analysis of data include a percentage representation of the opinion of the respondents collected through the instru-ment (questionnaire). Mean score: This is the arithmetic average of the set of responses. It is calculated by summing all responses and dividing by the number of responses, possible score can range from 0 to 10.  Mean score= ∑Ғҳ                          EF  Where: F= frequency X=Ranking value Where the likely score 5= Very important; 4=Important; 3=Neutral; 2= Fairly Im-portant; 1=Not important Mean score = (Fx5)+(Fx4)+(Fx3)+(Fx2)+(Fx1)                                       FX 
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The analysis of the responses under the survey is as indicated in the tables below: Table 3: Identified Sources of Financing Housing Projects in Nigeria 
 Identified sources 5 4 3 2 1 Total Mean Score Rank 

1 Loans/Syndicated/Consortium loan 25 20 16 3 2 66 3.95 1 2 Government Grants 23 18 19 4 2 66 3.85 2 
3 Bank Borrowing 23 21 8 10 4 66 3.85 4 4 Personal Savings 20 19 18 5 4 66 3.7 4 5 Retainrd Earnings 18 19 21 6 2 66 3.68 5 © Mortgage Institutions 25 10 18 7 6 66 3.62 6 7 Traditional Loan 14 19 5 20 8 66 3.47 7 8 Equity Capital 18 20 5 19 4 66 3.44 8 9 Debt Factoring 10 25 15 10 6 66 3.35 9  Table 3 reveals the major sources of financing housing pro-jects in Nigeria. From the result, loan/syndicated/consortium loan was ranked first with a mean score of 3.95. This was one of the major sources of financing housing projects identified by respondents from the field. This is closely followed by government grants, 

bank borrowing, personal savings and retained earnings with a mean score of 3.64. The least identified sources in-clude mortgage institutions with a mean score of 3.62, tra-ditional loan, equity capital and debt factoring with a mean score of 3.35.  

Table 4 Identified Factors Affecting Housing Finance in Developed Economies 
 Identified Factors 5 4 3 2 1 Total Mean Score Rank 

1 Advancement in information  Technology with financial                                     Innovation 
28 20 10 2 6 66 3.94 1 

2 Broadened mortgage Contracts  27 24 4 5 6 66 3.92 2 
3 Funding sources for lenders 19 15 17 11 4 66 3.52 3 4 Macroeconomic trend and     Development 20 10 14 20 2 66 3.39 4 
5 Deregulation and financial Liberali-zation 18 14 16 8 10 66 3.33 5 

Table 4 shows the identified factors affecting housing fi-nance in a developed economy with advancement in in-formation technology with financial innovation ranked first with a mean score of 3.94. This is closely followed by broadened mortgage contracts, funding sources for lend-

ers, macroeconomic trend and development as well as de-regulation and financial liberalization with a mean score of 3.33.  

 Table 5 Identified Factors Affecting Housing Finance in Developed Economies 
 Identified Factors 5 4 3 2 1 Total Mean Score Rank 

1 Regulation and Monetary policies 28 20 10 2 6 66 3.94 1 
2 Inflationary expectation 27 24 4 5 6 66 3.92 2 
3 Efficiency of the financial System 20 19 18 5 4 66 3.70 3 
4 Level of economic Activities   18 19 21 6 2 66 3.68 4 5 Private savings 19 15 17 11 4 66 3.52 5 © Structure of the Financial system        18 20 5 19 4 66 3.44 6 7 Public sector deficit 20 10 14 20 2 66 3.39 9 Table 5 shows the identified factors affecting the supply of finance on housing projects. Regulation and monetary pol- icies is ranked first with a mean score of 3.94. This is close-ly followed by inflationary expectations and efficiency of 
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the financial system with a mean score of 3.70. Others are level of economic activities, private savings, structure of the financial system and public- sector deficit with a mean score of 3.39.  
CONCLUSION 
The study has been able to discover the various financing option for housing projects in developing economies like Nigeria. The study centers on various ways the govern-ment, private organizations as well as public and corpo-rate clients could generate funds for housing development taking into cognizance the peculiarities of each of the fi-nancing options available for the purpose. It is envisaged that this will be for the overall enhancement of provision of relevant infrastructural facilities as well as the sustained growth of the construction industry.   1.9 Recommendation  Based on the summary of findings and conclusion,  it is recommended that since the study have  been able to iden-tify major sources of financing housing projects, it is im-portant therefore that contractors, sub-contractors, proper-ty developers etc should  evaluate and subsequently har-ness the available finance options by satisfying the stipu-lated  requirements  for housing development in Nigeria.  
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Abstract - This study analyzes the Embodied Energy (EE) and Carbon IV Oxide (CO2) emission of Sandcrete Blocks (SCB) and Compressed Earth Bricks (CEB) houses. Energy and CO2 are emitted in the process of manufacture, transportation and construction of buildings materials. These energies and carbon dioxide are embodied in the materials. Thus, an exploratory research method was used to assess the EE and CO2 emission impacts of building materials for the two types of houses in Ni-geria. A detailed inventory analysis approach was used with EE and CO2 emission factors obtained from Inventory of Car-bon and Energy (ICE) database. The findings revealed the EE and CO2 emission for the CEB are 436,343.49MJ (2,288.59 MJ/m2) and 30,821.09 KgCO2 (161.65 KgCO2/m2) while for the SCB house are 632,298.58 MJ (3,316.37 MJ/m2) and 52,897.82 KgCO2 (277.45 KgCO2/m2) respectively. Thus, the SCB house expends 30.99% more EE and emits 41.73% more embodied CO2 than CEB. The comparison revealed that the CEB house is more sustainable and environmentally friendly in terms of EE and CO2 emission than the SCB house. Also these findings indicate the importance of considering EE and CO2 emissions impacts of various materials before using them in constructions.  
Keywords - Compressed earth brick; CO2 emissions; Embodied energy; House; Sandcrete block. 

1 INTRODUCTION  
GLOBALLY buildings are responsible for a huge share of energy, water and materials consumption. In the construc-tion industry, it has been established that 40% of CO2 emission is from activities associated with buildings [1]. These activities include extraction of raw materials, pro-cessing the raw materials, manufacture of the building material, transportation to site and construction of the buildings. The EE and CO2 emissions from the building materials make up an important share of the total life cycle energy and CO2 emission of the building [2]. This is often ignored when only the energy efficiency of running the building (operational energy) is considered. Moreover, EE and CO2 emissions are currently the two main parameters commonly used in assessing the importance of building materials [3]. The European Union (EU) Construction Products Directive recommended embodied energy as a key factor in the selection of building materials or con-struction products [4]. This paper analyzed the EE and CO2 emission of SCB and CEB houses. The study used same building plan for the two different most common houses in Nigeria with equal area, features and fenestration in order to show the impact of material choice on the EE and CO2 emission of the houses.    

2 EMBODIED ENERGY AND CO2 EMISSION  
EMBODIED energy of a building is the energy consumed by all of the processes associated with the production of the building, from the mining and processing of natural resources to manufacturing, transport and product deliv-ery. On the other hand manufacturing sector CO2 emis-sions can be characterized as direct or indirect. The former are released as a result of activities directly related to manufacturing and construction processes on site. The latter are associated with the use of energy in construc-tion-related activities [5]. Materials that have a lower em-bodied energy are more sustainable than those with a higher embodied energy.  

Various approaches to measure EE and CO2 emis-sion employ different system boundaries and collect data from different sources, which could result in significantly different values of EE for the same product [6]. Basically there are four methods of measuring EE: process analysis, input-output analysis, hybrid analysis and inventory analysis. This study is based on inventory method of anal-ysis. Inventory analysis method involves the use of data-base containing EE and CO2 values for common building materials. The data for the inventory were extracted from peer reviewed literatures on the basis of a defined meth-odology and criteria. It is considered that the strict criteria used in the selection of source material for the creation of 
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the database serve to significantly increase its accuracy and relevancy [7]. This method provides results with greater accuracy, and because of its flexibility, it is consid-ered the most suitable method for analysis of heterogene-ous materials such as building. The use of emission factors reduces the tedious tasks that would have involved chem-ical equations. This is because emission factors are ex-pressed as quantity of embodied energy or CO2 per func-tional unit. This is modelled mathematically as in equa-tions (1) and (2). 
 …   (1)  …   (2) Where: EEk and ECk are embodied energy and embodied CO2 of material type k with units MJ and KgCO2 re-spectively; ζk is the waste factor (dimensionless) of material type k; Ik is the embodied energy factor or embodied CO2 factor with unit MJ/functional unit and KgCO2/ functional unit of material respectively. 

METHODOLOGY 

TO allow for clear comparison, same plan and specifica-tions were used for both buildings. The plan size is 14775 x 12900 mm, which occupies 190.66 m2 of land as shown in Figure 1. The plan containing 3 bedrooms, 1 living room, 1 kitchen, 1 dinning, 3 toilets, and a car porch. The materials used for the construction of the two houses are: alumini-um, blocks, bricks, cement, glass, paint, laterite, plaster clay, steel, concrete, tiles and timber. The only variation in the two houses is the choice of block or brick materials. The 3-D views of the SCB and the CEB building were pre-sented in Figures 2 and 3. In general, the mass, Q, of any substance is related to the Volume V through the formula: Q = ρV, where ρ is the material density; Volume (V) = Length (L) × Width (W) x Thickness (T) of the material. The calculations of quanti-ty of materials are shown in Table 1. Equations 1 & 2 were used to compute the EE and CO2 emissions of the building materials. The results obtained are presented in Tables 2 for SCB and CEB houses respectively.    

 Figure 1:  Plan for both the SCB and CEB houses  
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 Figure 2: 3-D view of the SCB house  Figure 3: 3-D view of the CEB house   Table 1: Quantity of Materials for CEB and SCB houses 
Member Volume Calculations CEB house SCB house 

Beam Volume of concrete = (L x b x t) = 54.550m x 0.225m x 0.225m 2.762 m3 2.762 m3 
Column  volume of concrete = Area of circular column x length of column + Area of rectangular column x length of column  = 7(0.070695 m2 x 4.4m) + (0.225 m x 0.225 m x 4.4 m) = 2.177 m3 + 0.22275  2.399 m3 2.399 m3 

Floor volume of concrete = Area of floor slab x thickness of floor slab = 155.05 m2 x 0.15 m 23.26 m3 23.26 m3 
Brick wall volume of brick wall = Area of brick wall x thickness of brick wall = 29.400 m2 x 0.225 m 6.615 m3 - 
Block wall volume of block wall = Area of block wall x thickness of block wall = 337 m2 x 0.225 m - 75.825 m3 

Tiles volume of tiles =  Area of tiles x thickness of tiles = 100 m2 x 0.008 m 0.8 m3 0.8 m3 
Glass volume of glass = Area of glass x thickness of glass = 22.66 m2 x 0.004 m 0.09064m3 0.09064 m3 
Paint volume of paint = Internal wall + External wall x 2 = 178.5 m2 + 158 m2 = 337 m2 x 1 m x 2 - 674 m3 

Plaster volume of plaster = Area of plaster x thickness of plaster  = 674 m2 x 0.025m - 16.85 m3 
Laterite volume of laterite =  Total area of laterite filling x thickness of laterite = 102.01 m2 x 0.15 m 15.30 m3 15.30 m3 

Steel steel door = (L x b x t) = (2.1 m x 0.9 m x 0.003 m) x 2 0.01134m3 0.01134 m3 
Hardcore volume  = Total area of hard core filling x thickness of hard core = 102.01 m2 x 0.15 m 15.30 m3 15.30 m3 

Rafter  volume of rafter = volume of wall plates + tie beam + king post + struts + rafter + purlins + noggins = 4.28 + 8.06 + 4.54 + 13.22 + 7.21 + 4.86 + 5.74 47.91 m3 47.91 m3 
Ceiling volume of ceiling = Area x thickness = 100 m2 x 0.004 m 0.4 m3 0.4 m3 

Aluminium window volume of window = Area x thickness = 22.66 m2 x 0.00045 m = 0.010197 m3 0.010197m3 0.010197 m3 
Aluminium roofing sheet volume of roofing sheet = Area of roofing x thickness of aluminium = 363.8 m2 x 0.00045 m = 0.1638 m3. 0.1638 m3. 0.1638 m3. 

3 RESULTS AND DISCUSSION  
TABLE 2 shows the results of EE and CO2 emission of the two houses. The Embodied energy for the SCB and CEB houses are 632,298.58 MJ (3,316.37 MJ/m2) and 436,343.49 MJ (2,288.59 MJ/m2) respectively. Also, CO2 emissions for SCB and CEB houses are 52897.82 KgCO2 (277.45 KgCO2/m2) and 30,821.09 KgCO2 (161.65 KgCO2/m2) re-spectively. The results for the two houses are presented on a bar graph shown in Figure 5. The results showed that the SCB house has higher EE and CO2 emission than the CEB house. Percentage Difference in EE of the two houses is: 

 Percentage Difference in embodied CO2 emission of the two houses is:   
 

Hence, the SCB house expends at least 30.99% more em-bodied energy and emits at least 41.73% more embodied CO2 than CEB house. This study agrees with the findings of Abanda et al. [8] who conducted similar research on EE and CO2 analyses of mud-brick and cement-block houses in Cameroon, they reported that the cement- block house has more EE and CO2 emission impact than the mud- brick house.  As described by Abanda et al. [8] embodied ener-gy and CO2 are important factors, but it is also important to consider the effects of material choice on the energy requirements for cooling and heating over the life time of the building. Some studies have revealed embodied ener-gy to be equivalent to a few years of operating energy [9], although cases in which embodied energy can be much higher have also been reported [10]. In particular, in most developing countries, embodied energy of most traditional buildings can be largely compared to operating energy [9]. 
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What these discrepancies suggest is that a holistic ap-proach should be undertaken where embodied energy and operational energy should be considered in assessing the energy use and environmental impacts of a building. 
4 CONCLUSION 
THIS study analyzed the EE and CO2 emission of SCB and CEB houses. The study used same building plan for the two different most common houses in Nigeria with equal area, features and fenestration in order to determine the 

impact of material choice on the EE and CO2 emission of the houses. The results revealed that the SCB house ex-pends 30.99% more EE and emits 41.73% more embodied CO2 than CEB. The comparison showed that SCB con-sumed more EE and emitted more CO2 than CEB. Alt-hough these findings cannot be generalized, they nonethe-less indicated the importance of considering embodied energy and CO2 in making alternative choices for various building materials.  

 Figure 4: Comparison between the EE and CO2 Emission of the SCB and CEB House
Table 2: Embodied energy and CO2 Emission of SCB and CEB houses 

Materials Volume (m3) Density (kg/m3) Quantity (kg) 
EE In-tensity (MJ/Kg) 

CO2 Emis-sions Intensity (KgCO2/Kg) 
Embodied Energy (MJ) CO2 Emission (KgCO2) 

SCB CEB SCB CEB 
Beam 2.76 2 2400 6628.8 0.95 0.130 6297.36 6297.36 861.744 861.744 

Reinforcement  - - 393.02 8.80 0.42 3458.576 3458.576 165.0684 165.0684 
Column 2.399 2400 5757.6 0.95 0.130 5469.72 5469.72 748.488 748.488 

Floor  23.26 2400 55824 0.95 0.130 53032.8 53032.8 7257.12 7257.12 
Block wall 75.825 1800 136.485 0.99 0.136 135120.15 - 18561.96 - 
CEB wall 6.615 1920 12700.8 0.83 0.082 - 10541.66  1041.47 

Tiles 0.8 1700 1360 9.00 0.59 12240 12240 802.4 802.4 
Glass 0.09064 2580 233.8512 15.00 0.85 3507.768 3507.768 198.7735 198.7735 

Paint (Double Coat) 674 - - 20.4 1.06 13749.6 - 714.44 - 
Plaster 16.85 1900 32015 1.80 0.12 57627 - 3841.8 - 

Laterite Soil 15.00 2500 37500 0.45 0.023 16875 16875 862.5 862.5 
Door (Steel) 0.01134 7800 88.452 31.50 2.51 2786.24 2786.238 222.01 222.01452 
Hard Core  15.00 2880 43200 1.00 0.056 43200 43200 2419.2 2419.2 

Rafter 47.91 540 25871.4 7.80 0.47 201796.92 201796.92 12159.56 12159.558 
Ceiling 0.4 540 216 20.00 0.98 4320 4320 211.68 211.68 

Window (Aluminum) 0.010197 2700 27.53 155 8.24 4267.15 4267.15 226.85 226.85 
Roofing Sheet 0.1638 2700 442.26 155 8.24 68550.3 68550.3 3644.2224 3644.2224 
Grand-Total      632298.58 436343.49 52897.82 30821.09  
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Abstract— The system of planning regulations and standards in urban areas of many countries located in the Global South has been criticised due to its unrealistic ambitious standards and bureaucratic procedures. Access to formal land and shelter is put out of reach of low-income earners who have little or no choice but to end up living in unintended settlements, illegal, poorly, and haphazardly constructed structures, within the urban centres and sometimes at the urban fringes including poor access to basic infrastructure. This research carried out an assessment of land development and planning regulation in Lokoja, Nigeria by comparing formal and non-formal residential land developments. The study employed qualitative methods of data collection with information drawn from 15 respondents. Results from field measurement and interviews were ana-lysed using ATLAS ti and presented using the descriptive method. Findings from the study revealed that residential land de-velopment is non-formal due to exclusion of low-income earners in accessing formal land. The officials involved in the land administration have weak institutional capacity to check and control land development effectively. Furthermore, lack of polit-ical will to develop a concise framework that is workable and inclusive limits the ability of major land developers to comply fully with the planning standards and regulations. The study recommends an inclusive land administration system that re-flects the characteristics of citizens, especially the low-income earners. 
Keyword— Land Development; Planning Standards; Planning Regulations; Urbanisation. 

1   INTRODUCTION  
There are several studies on increasing urbanisation in the global south which is of growing concern for sustainable environment and development policies [1]. Nevertheless, despite the high rate of urbanisation, authorities involved have made little efforts to offer this increasing population the essential facilities and infrastructures not to talk of planned land for orderly development. Projections show that the current world population is now at 7.3 billion projected to reach 8.5 billion by 2030, 9.7 billion by 2050 and 11.2 billion by the year 2100 [2]. By 2050, Sub- Saharan Africa annual urbanisation growth rate is expected to be 0.9% with a population growth rate of 2.9% and an added 944 million urban dwellers bringing the total population to 2.4 billion [2]. Nigeria’s population is on the increase with the current population put at over 182 million inhabitants.  Land was nationalised in Nigeria in 1978 through the Land Use Act which entrusted all land to governors of each state to be held in trust for the citizens [3]. The main reasons for nationalising land were to make land available to the government at the time and harmonise land ownership in the northern and southern part of the coun-try. Prior to colonisation, the institution of land in Nigeria was simple approach administered through customary regimes. Statutory laws regulating land only became a necessary tool used by the colonial administration to gain access to land and to regulate planning and land use [4]. It did not fully capture the situation, culture, and ideologies of the Nigerian context.  Planning standards refers to the quality of level de-velopment should conform within a planning area in terms of building height, road width, building size, roof plans. While regulations described by Payne and Majale “as rule 

or order of conduct prescribed by an authority by either requiring or prohibiting certain behaviour” [5]. Regulation is an essential instrument in urban development process and the housing market. Therefore, the regulatory frame-works are necessary to achieve land development in an orderly manner, ease efficient land management, enable the poor access improved housing and credit facility, at-tract and guide local investment [5]. Planned approaches are more beneficial in land development as evidence shows that non-flexible regulatory system without clear methods for alteration results in obsolete procedures. However, such approach may not be justifiably consistent with emerging opportunities [6]. The authors argued that land use regulations are a necessary tool used by the gov-ernment when discussing inequalities. Nevertheless, the existing regulations on land use in the global south have not achieved much because of the method of applications and many of the theories on cities functionality stem from American and European context while growth is taking place in developing countries [7]. There is limited research carried out on non-formal land development in Lokoja especially on non-formal residential development. This gap in knowledge needs understanding in terms of com-pliance with planning standards and regulations by developers. Therefore, the study poses questions as to ‘what constitute the administrative procedures for land development and in what ways is land development not conforming to planning regulation in Lokoja? 
Urban development in Lokoja city has followed the same path driven by population growth like other emerging economies faced by urbanisation challenges. The total land area of Lokoja is 3,180 sq.km with about 10. 31sq.Km built-up areas as at 2005 [8]. The population of Lokoja as at 1991 was 77,519 and has increased to 196,643 in 2006 with a 
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growth rate of 3.03% [8]. The population was projected to have increased to 246,101 in 2014 by Census Bureau. Thus, urban development outruns planning, resulting in unorganised settlement patterns and land development in the state [9]. The urban area of Lokoja is located 200km south of the Federal Capital Territory (FCT) of Abuja in Nigeria. High demand outpaces land supply in Lokoja, and this may be ascribed to the increase in population, urbanisation, and the proximity to FCT in search of jobs and economic gains. These have put some strain on ac-commodation and shortage in housing. Demand for land by the residents has caused most landholders to illegally subdivide their plots without formal procedures being followed in line with the provision of the Land Use Act, or town planning regulations. Also, difficult access to formal land supply that matches with the demand. 
2     METHODOLOGY 
The study used qualitative method of data collection that relies on non-numerical data obtained from primary and secondary sources. It is the suitable method to measure process, perception on real-life situation [10]. Adopting the case study strategy, a non-probability sampling method was chosen and framed using purposive sampling, the respondents were selected based on their knowledge of the situation [11]. This is because the more information a sam-ple holds relevant for the study, the lower number of par-ticipants needed [12]. The main source of data was through field measurements, semi-structured interviews with experts on informal sector activities by Skype, telephone conversation (e-interview). Four skilled research assistants were selected among co-workers and friends to aid in keeping appointment dates of scheduled interview with respondents. Pilot survey was carried out to ensure that questions are understood and not duplicated. The e-interview provided unprecedented opportunity with ac-cess to potential participants and information that would have been more expensive to reach the offices while going through the bureaucratic application procedures. In addi-tion, State Town Planning Edicts of 1991 was used along with personal observation to keep the chain of evidence. The result was analysed using ATLAS ti with codes as-signed and queried to reach the conclusion. The unit of analysis includes eleven land developers and homeowners drawn from Government Residential Area (GRA), which is formal and Adankolo and Lokongoma to represent the non-formal areas, three government officials and one in-formal sector expert.  Thus, a total of 15 respondents was interviewed. 
3 RESULTS AND DISCUSSIONS 
3.1 The Administrative Procedures The administrative procedures developers follow to be recognized as legal occupants and the process in Lokoja are constrained by long procedures as shown in Table 2.  The interview with an official of the Ministry of Lands re-vealed that inefficiency arising from poor technical and human capacity contributes to poor administrative proce-dures for development.  The process begins with a Town Planning Scheme (TPS) 

prepared by the Urban Planning Directorate in the Minis-try of Lands before land allocation is issued to applicants. The TPS is a layout that defines the various uses within an area that the scheme covers. TPS is use due the absence of detailed land use plans in Lokoja. The number of plots in a scheme depends on the size of the land that is available. Once the TPS has been prepared, it is then advertised via the media for 2 weeks. Interested applicants obtain a form known as “Land Form 1”. The form gives the details of the applicant that is interested in that scheme. Although it is expected that the application will be on for 6 weeks, it may be extended. A meeting is held as stipulated by the Land Use Act (S.2.s. s2) which states that “There shall be estab-lished in each State a body to be known as "the Land Use and Allocation Committee (LUAC)" which shall have re-sponsibility for advising the Governor on any matter con-nected with the management of land”. Findings reveal that forms are put together in a box it is then mixed together and drawn randomly for allocation of vacant plots availa-ble. In addition, forms are also a revenue generation tech-nique, thus, more forms are sold as against the number of plots available for allocation. Therefore, it is not a guaran-tee that an applicant will get an allocation. This is known by land developers and applicants. This is supported by one of the government official’s respondent during the interview stating that “ordinarily it is supposed to take 3 months maximum but these days we have what we call the administrative bottleneck. The 3 months is already an ad-ministrative language. These days it ranges from 3 months to one year and it all depends on the government. Howev-er, there are 13 steps at different locations to be followed which further makes the processes cumbersome. Table 2 shows the steps that must be followed in land allocation process. This process as explained by some respondents is not a regular occurrence as it could take several years be-fore a TPS is prepared. This is done at the whims of in-cumbent land and State Administrators in most cases for political advantage.  3.2: Development Compliance with Planning Regula-tions  The Kogi State Town Planning Board in combination with the Nigerian Institute of Town Planners Kogi State chapter reviewed the planning standards in 2017, yet, there are no major changes in the draft proposal, rather additional pro-cedures with strict approaches to compliance and en-forcement of the standards.  The standards are to be en-forced with strict measures put in place for violators. It further emphasises on developers to report to the office at each stage and level of development until the completion of development. It seeks a developer to provide site analy-sis reports, Environmental Impact Assessment Report, Survey plans, and application letter to the General Manag-er of the Board. Exclusion of the poor is still a major phe-nomenon that has not been addressed, there is no im-provement on the existing standard in the state when compared with the Edict of 1991. However, the result shows that only the formal areas which accommodate the elites and politicians in GRA complied with the minimum regulations in terms of the setback of the buildings, build-ing heights, floor area ratio. Adankolo and part of Lokongoma do not fully comply with the regulations. Al-
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so, reports from Town Planning Board shows that Gov-ernment Layout within Lokongoma has been grossly en-croached upon by the community while individuals have further subdivided their properties for additional residen-tial or commercial buildings.               Evidence from the field measurements shows vari-ations in the level of compliance among the various land developers. From the eleven developers purposively se-lected, seven did not comply with planning regulations while only 4 followed the regulations in terms of the min-imum setbacks to the road, the building height, floor area ratio and total land area coverage. A query from the codes assigned in ATLAS ti shows that the non-formal develop-ers who did not comply with the required standard low-ered the official standard in their development (see table 1). The three developers are within the formal area in the GRA while the others are in Lokongoma. From the inter-views conducted, it was established by developers who reside in the GRA complied on the basis of avoiding em-barrassment from the planning authority and for aesthet-ics. However, among developers in Lokongoma, there are varied measurements with none among the seven that con-formed to the required standards.  One of the respondents among the developers stated that “… there are a lot of bottlenecks that individual have to go through and there-fore {I} ignore the procedures and do as {I} please…” 
Table 1: Residential development regulations of re-spondents 

 Planning  Regulation Official Sizes Actual  Measurement   
1 Set back to the side, drive-in, rear, between buildings, between 2 storey buildings           

1.8m1 / 3m / 3m /3m /4.5m. 

1.0m / 2.0-2.5m / 1.5m / 1.5m / 2.0m. 

2 Building height Storey building/ Lift must be included more than 4 floors. 

There is no struc-ture exceeding 4 storey in the study area. 

3 Fence 2.4m high 
vary between 2-6m high 4 Foundation Not less than 2m below ground level. 

Depending on the soil structure but less than 1.5m in the study area. 
1 m: Meters  The explanation for Table 1 shows the extent of non-compliance essentially in the non-formal areas. Report from ATLAS ti query tool shows that non-compliance ac-cording to the developers arose from informal acquisition of fragmented plots of land which hinders compliance to standards, this is as a result of hidden charges during land allocation by the government that limits access to formal land. In addition, the 2m foundation is seen as a waste of 

resource by developers who engage in frugal construction design. Since the structures do not exceed 3-4 floors in the areas, hence there is no need to add lift in the develop-ment, loss of confidence on the government agencies due to poor monitoring system, land speculation further veri-fied by the respondents from the Ministry of Lands and the Town Planning Development Board responsible for planning regulations and standards in the state. One of the respondents from the lands department stated that “the problem is that once government prepares a layout, the bulk of the land will be allocated among the government officials and their cronies therefore land becomes inacces-sible to the ordinary person”. The ordinary person will have to be forced to go to the community leaders where they have their money to pay directly and get the land”.  Table 2: Basic steps for formal land allocation  
Steps  involved Activities Typical dura-tion/Comment 

1 Advertisement by the Ministry 2 weeks 
2 Obtain and fill in appli-cation form with 4 pass-ports 

6 weeks to 1 year or more 
3 Submit application form to the ministry of Lands 
4 LUAC2 meets to consider the applications 
5 Informed successful ap-plicants 
6 An offer letter is issued 
7 Payment of premium upon acceptance Within 2 years of the offer 
8 Deeds plan and approval by the ministry Officially 3 months to 3 years, however, there has been very few C of O allocated be-tween 1996 till date. 

9 Commissioner of land signs the draft certificates of occupancy 
10 Submission of draft C of O3 to the governor for approval 
11 Governor returns the signed and approved C of O 
12 C of O is registered in the register 
13 Notify owners for the collection of approved C of O 

2 Land Use Allocation Committee   
 3 Certificate of Occupancy. 
 Kogi State Ministry of Lands, 2017 
 

 



Proceedings of ICGET 2018 Obadoba and Baba. 

51  

CONCLUSION 
Government efforts towards formal development in Lokoja city are largely compromised by the system of gov-ernance in place. Finding shows that there are inadequate access to formal land supply as land officials end up shar-ing plots to themselves when the layout is prepared, fur-thermore, weak political will and poor enforcement of planning regulations and standards are responsible for irregular and unorganised residential land development. There is exclusion of low-income earners in accessing for-mal land because of insensitive governance and poor land management procedures. Land supply not within the core urban area and not within the serviced land relegates the poor to seek alternative options. The state lacks a visionary policy and design tool for a harmonised design pattern and structure. Lack of land use plan also hinders organized residential development. The bureaucratic administrative method of application of planning regulations and planned development has not been able to reduce irregularity and non-formal develop-ment in Lokoja. Hence, there is a need for government to respond to the massive failure of land development in the city in order to align with goal 11 of the Sustainable Devel-opment Goals which emphasises the need for inclusive-ness in cities administration.         Further studies can examine new variables that can be introduced to investigate the political dimension and eco-nomic dynamism of unplanned land development which has not been captured in this study. 
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Abstract - This paper examines the roles of Town planners in Disaster and risk management in built environment of Birnin Kebbi, Nigeria. The objectives are to: assess the roles of town planners in disaster and risk management and; identi-fy factors undermining town planners in disaster and risk management within the study area. The primary and secondary data were used for the study. A total of 20 questionnaires were administered to the 20 registered members of the Nigerian Institute of Town Planning (NITP) and Town Planning Registration Council (TOPREC) named Kebbi study group in Birnin Kebbi. The study employed descriptive statistics base on the ranking of the mean score. The study identified three most important roles of town planners in disaster and risk management and also three most important factors undermin-ing town planning profession in the area.  The study is recommended to help government and policy makers to identify useful roles and challenges of the Town planners in the built environment. 
Key words: Disaster; Reduction; Risk; Management; Spatial; Vulnerability. 
1.0 INTRODUCTION  Planning of towns and cities had been a continuous exercise especially as it relates to the increase in popula-tions. Urbanization in the cities had further affected the accessibility to land. In fact, most buildings had been con-verted to storey buildings and at the same time, attach-ment of commercial shops form the basis of encroachment on the residential buildings. This growth in population further creates slum and squatters’ settlements in our en-vironment. These are characterized with unauthorized building development, lack of drainage, absence of refuse dump, dirty and unkempt surrounding etc. The UNDP (2010) described Cities as the economic drivers within their countries and the center of intellectual, political, business and financial activities. These functions create a huge potential for influencing improvements in risk man-agement. UNDP (2004) defines disaster as a serious dis-ruption of the functioning of a society with widespread human, material or environmental losses which exceed the ability of the affected society to cope using only its own resource.  According to Ammann (2012), cities face increasing risks of impacts from large scale disasters. Risk in urban areas is a combination of two factors: first, location and exposure to hazards; and second, increased vulnerability due to poor local governance, environmental degradation, and the overstretching of resources (UNDP, 2010). Risk is identified as a phenomenon which occurs and likely to make various damage and losses in human lives and which can be avoided or reduced if human activities like the arbitrary urbanization and environmental pollution are avoided (Zelloum, 2009). Disasters often occur because risk reduction measures have not been considered or un-dertaken, despite their previous knowledge of existing hazards and threats (Bosher, 2014). There is the continu-

ous expansion of cities to accommodate rapid population growth, combined with in appropriate land-use planning and failure of urban authorities to regulate building standards, contribute to the vulnerability of urban popula-tions. The UNDP (2010) asserts that disasters induced by urbanization increases the exposure of people and eco-nomic assets to hazards and create new patterns of risk, coupled with extreme natural hazards, result in risk ac-cumulation.  In the light of this, Patton and Reed (1988), described urban and regional planning as a discipline and profes-sion “that is concerned with the forces that influence the quality of life from the neighbourhoood to the region, state and nation using a systematic and creative approach to address and resolve social, physical, and economic problem of the neighbourhoods, cities, suburbs, metropol-itan areas, and larger regions. Alan and Jorge (2013) ob-served that the Intergovernmental Panel on Climate Change (IPCC) 2012 report acknowledges the importance of urban planning being integrated with risk reduction practices, but actually developing ways of achieving this integration still remains challenging. This paper therefore considers the assessment of the roles and the factors that undermine town planners in disaster and risk manage-ment within the built environment in Birnin kebbi, Nige-ria.   2.0 THE CONCEPT OF DISASTER AND RISK MAN-AGEMENT   UNISDR (2012) described disaster as a serious disrup-tion to the functioning of a society with widespread hu-man, materials, or environmental losses which exceed the ability of affected society to cope using only its own re-sources. Wahab, Atebije and Yunusa (2013) observed that 

 



Proceedings of ICGET 2018 Imole and Elimisiemon 

53  

disaster occurs when natural events, situations and nor-mal human activities are impacted by significant and sudden adverse events that cause damaging impacts on human lives, property and the environment. Disaster im-pacts may include loss of life, injury, disease and other effects on human, physical, mental and social well-being, together with damage to property, destruction of assets, loss of services, social and economic disruption and envi-ronmental degradation (UNISDR, 2007b).  Disasters often occur because risk reduction measures have not been considered or undertaken, despite their previous knowledge of existing hazards and threats (Bosher, 2014). Similarly, risk is described as the combina-tion of the probability of an event and its negative conse-quences. Zelloum (2009) asserts “Risk is identified as a phenomenon which occurs and likely to make various damages and losses in human lives and which can be avoided or reduced if human activities like the arbitrary urbanization and environmental pollution are avoided.  Zelloum (2009) emphasize that risk is characterized by the magnitude, intensity, frequency and return period. The risk is a neutral and natural phenomenon, neither good. Disaster management is a process which involves the coordination and integration of all activities necessary to build, sustain and improve the capability (of people) for disaster prevention, mitigation, preparedness, response and recovery (Khan et al, 2008). Disaster risk management is therefore the systematic process of using administrative, organization and operational skills and capacities to im-plement strategies, policies and improved coping capaci-ties in order to lessen the adverse impact of hazards and the possibilities of disasters (UNISDR, 2012). In general, risk is measured as a combination of the probability of an event and its consequences.  Wahab, Atebije and Yunusa (2013) identified few ex-amples of Disaster are as follows: Oil spills in Niger Delta, pipeline vandalization in Nigerian western part of the country, building collapse in Lagos, desertifica-tion/Drought in the North, loss of community land due to erosion in the South East, windstorm in the North, floods in some part of the country, atmospheric pollution and water pollution in the urban and rural areas, power or tel-ecommunication outage due to thunderstorms or torna-does, road accidents due to impact of climate change on road design, epidemics and diseases, and fire outbreak especially due to the ignition and overheating of electrical. 
2.1 Physical planning measures and Tools used in Disas-ter and Risk Management  Urban planning encompasses a range of action modes and the development of knowledge or intelligence sets, its un-derlying attention to spatial relationships, between physi-cal, social, economic and ecological systems provides a potentially powerful base for disaster risk reduction (Alan and Jorge, 2013). Burby and Beatley et al. (1999) pinpoint the power of land use planning to deal with disasters, particularly in terms of the ways that social and organization aspects are typically drawn into planning approaches. According to Alan and Jorge (2013), land use planning can reduce losses 

by (1) “affecting both the location and the design of urban development” and by (2) “helping create a knowledgeable constituency of citizens who support hazard mitigation programs”. A key element of both urban planning (Rydin, 2007) and of Disaster risk reduction, Smith (2013) sees it as the gathering, development and application of various types of data or intelligence and its analysis as a base for action (Alan and Jorge, 2013). The activities of planning actions in “plans” is incor-porated into many disaster risk reduction approaches. Plans and the processes for their achievement will have a range of instruments, such as: action agendas; policies (de-cision rules for repeated actions); visions (images of the desired future); designs or master plans; and, strategies or decision making systems processes to modify plans and overall directions over time (Hopkins, 2001; Alan and Jorge, 2013). King et al (2013) observe that planners have three main areas through which they may reduce hazard risk or reduce vulnerability to risk. These are the zoning of the existing and future land uses whereby development con-trols and building codes are applied as appropriate to the type of land and its structures, urban infrastructure and settlement design, and information and mapping. These activities primarily take place within the jurisdiction of local governments which experience constraints of re-sources and capacity.  According to Kotter (2003), it is necessary to use the instruments of spatial planning in contributing to the pre-vention of the risks and mitigating the effects of natural and environmental disasters. In the context of environ-mental disasters, spatial planning and land management have to support the following essential functions as de-scribed by Kotter (2003): -Early warning system: Spatial planning requires a compre-hensive data base, to get sound information about the spa-tial development.  −Risk assessment and mapping: Prevention of disasters re-quires a detailed information and data about the reasons and effects of hazards. This calls for a systematic frame-work of the assessment and mapping of disasters. −Prevention and reduction: Spatial planning needs to analyze the interrelations between the spatial influences and the environmental disasters. This requires the improvement and establishment of new models of spatial development. −Risk Management: Environmental disasters requires a cer-tain infrastructure needed to realise the emergency plan and risk management plan based on the data available. −Reconstruction: Spatial planning has to be standardizes through the provision of innovative models for regional development.  Oyesku identified the failure managing Nigerian Cit-ies as the failures in the roles of Town planners and the challenges are related to mismanagement of funds, inade-quate data base map, lack of political will, lack of public participation, absence of development control mechanism, 
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poor awareness, inconsistent policy, poor enforcement and implementation of plans.  
3.0 METHODOLOGY 

This study employed both primary and secondary data. The primary data made used of questionnaires with-in the study area. The secondary data used include online Journals and textbooks. The study was conducted using only the registered members of the Nigerian Institute of Town Planning (NITP) and Town Planning Registration Council (TOPREC) named the Kebbi state study group. Questionnaire administration was adopted for data collec-tion using Likert scale of Very Good, Good, Average, Bad and Very Bad. The data was analyzed using the mean scores of the descriptive statistics and on that basis, a rank-ing was done on the identified roles and factors that un-dermine the town planners.   Oyesku (2014) highlighted Seventeen roles of Town planners in City management and eight challenges of managing Nigerian Cities. The Variables used in his work were modified and used for this study. 
4.0 RESULTS AND DISCUSSION OF FINDING 
TABLE 1: THE ROLES OF TOWN PLANNERS IN DIS-ASTER AND RISK MANAGEMENT  ROLES OF TOWN PLANNERS Mean score Rank 

1 Town planners are directly re-sponsible for planning resilient city 
1.55           11th 

2 Town planners are involved in disaster and risk management of climate change                                 
2.10 1st 

3 Town planner have regular pro-gramme of awareness that up-date their profession 
1.75 4th 

 
 

4 Town planners go for annual training and equipping to han-dle environmental issues              
1.30 14th  

5 Town planners provide re-searches and dissemination of information to handle climate change 

1.50  12th 

6 Town planners are recognized for infrastructural provisions in the city 
1.70 7th 

7 Illegal or unapproved plans are future disaster to the nation 1.75  4th 
8 Town planners functions aid provision of a safer city 1.90 2nd 
9 Building plans are useful in-struments in disaster     and risk management 

1.75 4th 

10 Layout plans are useful tools used in disaster   and risk man-agement 
1.85 3rd 

11 Master plans are useful tools used in disaster and risk man- 1.75 7th 

agement 12 Town planning education will avert possible disaster occur-rence in our environment 
1.65 9th 

13 Town planners promote com-munity development that aids sustainable development 
1.60  10th 

14 Town planners employ Geo-graphical Information system in disaster prone areas 
1.30 14th 

15 Town planners help in disaster and risk management through zoing 
1.45 13th 

Source: Source: Kebbi NITP/TOPREC Study Group, 2017 and Variables from Oyesku (2014). Table 1 presents the roles of town planners in disaster and risk management. The mean scores from the members of the study group help to weight these roles in accordance of their importance and then ranking assessment carried out. Table 1 identified the first ranking to be Town plan-ners are involved in disaster and risk management of cli-mate change. The second ranking is to that town planners’ functions aid provision of a safer city and the third rank-ing is that Layout plans are useful tools used in disaster and risk management. All other roles are well represented but these three are identified, take the leading roles from the table 1.     TABLE 2: FACTORS UNDERMINING TOWN PLAN-NING PROFESSION IN DISASTER AND RISK MAN-AGEMENT                                              
 FACTORS UNDERMINING TOWN PLANNERS   Mean score Rank 
1 Inadequate funding  1.85           6th 2 Lack of base-map and location plans 1.75 10th 
3 Political interference on planning matters 

1.85 6th 
 

4 Inadequate planning tools and convenient working environment 1.75 10th  5   Absence of adequate population data  1.85 6th 
6 Poor plan implementation and enforcement  2.10 5th 
7 Lack of functional infrastructure  1.80  9th 8 Government inconsistencies in policy formulation 2.30 1st 
9 Change in regime/political party which thus result in project aban-donment 

2.15 4th 

10 Town planners violation in the codes and conduct of their pro-fessional ethic 
2.30 1st 

11 Town planning profession lacks public involvement and participa-tion of the people risk manage-ment 

2.30 1st 

 Source: Kebbi NITP/TOPREC Study Group, 2017 and Vari-
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ables from Oyesku (2014). Table 2 reflects the factors undermining town plan-ners in disaster and risk management. The presentation indicates that the kebbi NITP/TOPREC study group identi-fied factors of Town planners’ violation in the codes and conduct of their professional ethic, Town planning profes-sion lacks public involvement and participation of the people, and Government inconsistencies in policy formula-tion with a mean score of 2.30 as the first-three factor un-dermining town planning profession. Next to this score is Change in regime/political party which thus result in pro-ject abandonment accounting for a mean score of 2.15 fol-lowed by poor plan implementation and enforcement which account for 2.10. 
5.0 CONCLUSION  

The study revealed the three most important roles of town planners in disaster and risk management within Birnin Kebbi. These are town planners are involved in dis-aster and risk management of climate change, town plan-ners’ functions aid provision of a safer city and that layout plans are useful tools used in disaster and risk manage-ment. The study revealed that three most important factors undermining town planning profession as; town planners’ violation in the codes and conduct of their professional ethic, town planning profession lacks public involvement and participation of the people, and Government incon-sistencies in policy formulation.  
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Abstract: Adopting Industrialised building system (IBS) for project delivery, World over, has been recognized as a remedy for poor project performance. However, in most developing nations, especially Nigeria, its adoption for mass housing de-livery has been confronted with a myriad of factors culminating in poor performance and low uptake. Therefore, this study is focused on identifying and evaluating those factors inhibiting IBS performance. Of the 64 sixty-four (64) factors identi-fied from the literature and structured interview, experts’ opinion (Delphi method) considered forty-seven (47) as critical to IBS project performance. Applying purposive approach for this pilot exercise in Abuja, 300 questionnaires based on a Likert scale of I-5, (1-least significant to 5-Most Significant) were administered to multidisciplinary construction stake-holders. 210 (70%) responded within four weeks and both the descriptive and inferential statistics were employed in the data analysis. Although, the stakeholders considered all the 47 factors to be critical, however, forty (40) factors were per-ceived to be of high influence, and seven (7) factors of moderate influence on IBS performance. The five (5) leading critical success factors (CSFs) are; Clear and precise goals, knowledge & skills, planning & control top management support, and transportation. Knowledge of CSFs will assist Stakeholders in effective decision-making.   
Keyword— Industrialised Building System, Critical Success Factors, Project Performance, Mass Housing Projects, Ni-
gerian Construction Industry 

2 INTRODUCTION  
The construction industry, through the provision of infrastructure and shelter, plays a pivotal role in the socio-economic development and employment generation goals of any nation (Oladinrin et al., 2012). Although, studies attest to the industry’s successful performance in enhanc-ing the GDP and employment status of various nations (Oluwakiyesi, 2011; Ekong & Onye, 2013), however these are largely in developed countries (DCs) while those in the less developed countries (LDCs) for decades have been besieged with poor performances manifesting in project delays, cost overruns, poor quality, unprecedented aban-donment and incessant building collapse (UN-Habitat, 2006). For instance, in Nigeria in the last three decades, this myriad of failure, especially in the sector is reflected in its minuscule contribution to the nation’s GDP and em-ployment generation (Oluwakiyesi, 2011).  In the building sector, a subset of the construction in-dustry, the failure attributes of the projects are mostly asso-ciated with the prevalent high cost and slow delivery rate of the conventional construction method which is predicated on massive on-site activities and unskilled labour (Aladeloba et al., 2015). Unfortunately, since independ-ence in 1960, the conventional method accounts for over 90% of building projects in Nigeria (Jiboye, 2011), and by exetension, largely responsible for the current 17milion housing deficit (Federal Ministry Lands, Housing and Ur-ban development, FMLHUD, 2013). To provide the requi-site solution, as evidenced by various studies (Latham; 1994; Egan et al., 1998; Thanoon et al., 2003; Blismass and Wakefield, 2009), the Nigerian Government in 2011 em-braced a paradigm shift from the conventional method of construction to the Industrialized Building System (IBS) 

(FMLHUD, 2013). The adopted four (4) IBS types are; i). America Light Gauge Steel ii). Plassmolite/Plasswall iii) Interlocking Masonry blocks, and iv). Burnt bricks for a Pilot Housing Project in Kuje, FCT, Abuja (FMLHUD, 2013). However, in spite of the recorded favourable per-formances in DCs and in even the pilot housing projects in FCT, Abuja that encouraged its embrace in other geo-political zones (FMLHUD, 2013) empirical observation and recent studies revealed poor performance and a low IBS take up in the Nigerian building industry (Kolo et al., 2014; Pour Fahiniam et al, 2017). So far, list of contextual factors responsible for the poor performance are limited. Most of the factors present-ed by the few pioneer studies on IBS performance in the Nigeria building industry, are based on general construc-tion projects from anecdotal sources (Kolo et al., 2014; Aladeloba, 2015). While the studies of Kolo et al., (2014) and Aladeloba (2015) outlined the likely causative factors based on literature review, that of Pour-Fahimian et al., (2017) only suggested a broad framework on general con-struction projects. The absence of context-specific ap-proach in the studies makes the recommendations unlike-ly appropriate to resolving the challenges of IBS adoption in Nigerian housing projects (MHPs). The aim of this study, therefore, is to bridge this research gap by identify-ing and evaluating the factors critical to IBS performance in the MHPs delivery as perceived by key stakeholders in the Nigerian building industry.  
2. CRITICAL SUCCESS FACTORS (CSFS) AND IBS PERFORMANCE  

IBS, a term adopted from the manufacturing indus-try, is variously defined by construction stakeholders. In 
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general, IBS designates a method of mass production of components/buildings. It is also variously perceived as either a system and/or a process. Junid, (1986) defines IBS as an industrialized process by which components of a building are conceived, planned, fabricated, transport-ed and erected on site. To Trikha (1999), it is "a system in which concrete components prefabricated at sites of fac-tories are assembled to form structures under strict quali-ty control and minimum in situ construction activity. In this study, IBS represents a process utilized for mass housing project delivery. While mass housing is consid-ered as residential buildings, proposed and developed in standard multiple units on a substantial scale entirely by a government or in synergy with private concerns. In comparison to the conventional method, although, adopting IBS offer higher benefits, however, evidence of its low performance is on ascendance (Kolo et al., 2014). In the UK, among many causative factors, Pan et al. (2007) attributed the leading issues to high initial capital cost, complex interfacing of components and systems. Lack of manufacturing capacity, a risk-averse culture, the fragmented nature of the industry, and government planning system are also contending factors. A related study in Australia, adjusting to processing change, high capital outlay, supply chain restrictions, lack of skills and requisite knowledge are the leading constraints to IBS uptake (Blismas and Wakefield, 2009). In Hong Kong, Jaillon and Poon (2008) agreed that con-flict with the design and construction processes and practic-es, unskilled labour, lack of motivation, and lack of client support are the leading factors cconstraining IBS perfor-mance. In addition to the foregoing factors, Arif et al (2012) in the Indian construction industry, highlighted high initial capital cost, few codes/standard, lack of guidance and in-formation, low access to finance, industry fragmented na-ture, manufacturing low capacity, inexperience, legal issues and restrictive regulations as prime constraints to IBS adop-tion. In addition to the aforementioned, issues of Infor-mation Technology and procurement variability are topical in IBS projects of Malaysia (Lou and Kamar, 2014).  Although IBS adoption in Nigeria is still in its em-bryonic stage, Kolo et al. (2014) through literature review and empirical observations disclose that reluctance to in-novate, lack of codes and standards, lack of supply chain integration and requisite skill are the leading constraints. Aladeloba et al (2015) itemized issues of high costs, lack of requisite skill and knowledge, supply chain, perception, motivation, communication and integration as core con-straints to overcoming the challenges of poor IBS uptake in the Nigerian construction industry. To this, Ojoko et al., (2016) identified resistance to cultural change as the fore-most constraint. This view shares some bearing with the findings of Pour Fahimian et al., (2017) that identified negative perception as a leading factor of IBS poor uptake in Nigeria. Other factors emphasized are lack of support-ing infrastructure, wild fluctuation in housing demand, and low manufacturing capacity.  The foregoing revealed that the causative factors to IBS poor performance are not only numerous and multi-faceted, but differ between projects types and locations. Therefore, to arrive at a comprehensive list of factors, this study combines multiple approaches in CSFs identifi-

cation and evaluation. 
3.0 RESEARCH METHOD  The study employed a deliberate and extensive ap-proach of causative CSFs identification through literature review, discussions/structured interview before justifica-tion by experts’ opinion. This ensures a comprehensive list of CSFs from a variety of perspectives (Blismas & Wakefield, 2009). First, from literature sources a list of factors was obtained. Then discussion/structured inter-view on IBS issues relative to; organization, experience, awareness, material type, equipment, ease of usage, re-gion of application, benefits and barriers was held with 12 randomly chosen IBS stakeholders (Registered with FMLHUD, Abuja). The response obtained was evaluated using simple frequency, and the factors with values above 50% were accepted (Blismas and Wakefield, 2004). In all, a list of six-four (64) contextualised factors was obtained. 
3.1 Delphi Method The preliminary list of sixty-four (64) factors was presented to a panel of 30 experts, out of which 27 (90%) responded in a two-phase Delphi technique. The ex-perts are of diverse disciplines, consisting of six (6) Ac-ademia, seven (7) Contracting, ten (10) Consulting, and four (4) from client organization, with all having an av-erage of 17 years experience. The list of the experts was sourced from the supervisory ministry, FMLHUD, Abu-ja. The first phase, besides item name moderation, re-quired the experts to rate the causative factors on a five-point Likert scale (1- highly insignificant, to 5-highly sig-nificant). A total of forty-seven (47) success variables were selected based on a mean score of three (3). For the second phase, based on the same scale, the average score of the first exercise was provided to the experts and asked to further rate the factors indicating agreement or otherwise. The reassessed scores were used to calculate a final average score for all the CSFs. Any factor with a mean score of three and above (  3) is considered to have a reasonable influence on project performance and thus accepted, while those with values below 3 are rejected (Chan et al., 2004). Table 1 shows the 47 factors that ranked above the threshold of 3 and thus accepted. 
3.2 Design and Administration of the Questionnaire In construction management research, question-naire provides less biased results (Enshassi et al., 2010). A two-section questionnaire was developed with the first segment elucidating information on the respondents’ background, while the second part investigated the in-fluence of each factor on IBS performance. This pilot ex-ercise was conducted within the FCT, Abuja being the nation’s capital, it has a high presence of ongoing IBS projects. To eliminate ambiguity and ensure easy inter-pretation of result, with appropriate measurement of data on the ordinal scale, the Likert five-point scale was employed, where 1-represents-least significant and 5-most significant (Yang et al., 2012).  Based on purposive technique, 300 questionnaires were administered on the stakeholders (Client, Con-sultant, and Contractors, Project manager, Manufac-
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turers and Suppliers) being the main players involved in Nigerian mass housing project (MHP). 210 (70%) stakeholders made up of various professionals re-sponded within the four weeks of October 2015. This response rate in construction management field meets the threshold of 20-30 % (Akintoye, 2000).  
Table 1: List of Accepted Success Factors 

No Factor No Factor 
1 Level of automation 25 Project size &Value 
2 Team integration 26 Socio-Cultural 
3 Training of Personnel 27 Weather/Act of  God 
4 Clear and Precise Goals 28 Economics 
5 Supply chain collabotion 29 Waste Disposal 
6 Monitoring & Feedback 30 Risk management 
7 Knowledge & Skills 31 Power (electricity) 
8 Component Reuse. 32 Motivation 
9 Buildability/Constructability 33 Personnel Commitment 

10 Planning & Control 34 Authority/Responsibility 
11 Transportation 35 Permit/ Regulations 
12 Top Management Support 36 Product & Service Cert. 
13 Component repeatability 37 Locations 
14 Components interfacing 38 Strategic Value Chain 
15 Equipment 39 Conflict Resolution 
16 Raw Material  Water 
17 Technology Transfer 41 Budget date 
18 Communication 42 Procurement mgt 
19 Warrant /Insurance Coverage 43 Vested Interest 
20 Innovation 44 Schedule Updates 
21 Standardisation 45 Storage 
22 Stakeholder Management 46 Manufacturing capability 
23 Modularisation 47 Sewage 
24 Code & Standard   

3.3 Data Analysis and Results The Statistical Package for Social Sciences (SPSS Ver-sion 20) software aided the data analysis and the internal consistency test was determined using the Cronbach coef-ficient alpha (Zhai et al., 2014). The analysis of the 47 fac-tors signposts an internal consistency with a Cronbach’s alpha value of 0.843 which exceeds the minimum thresh-old of 0.7 (Pallant, 2007). Civil engineers constitute the highest (33.5%) professionals of all respondents and are present to varying degrees in all the firms. Almost 70% of the respondents are within the 31-50years age bracket; an active age range considered of optimum performance in the construction industry. More than 65% of the respond-ents have over 11years experience in the construction in-dustry and not less than 5years in IBS. Over 50% of the respondents work in the consulting and project manage-ment firms.These further add validity to this study since the firms were the domain of experts in project perfor-mance evaluation and management. In order to determine if the 47 CSFs (Table 1) were similar-ly perceived by the respondents, Kendall’s concordance coeffi-cient was employed. If Kendall’s coefficient equals one (1), then CSFs were identically ranked, but otherwise, if Kendall’s coeffi-cient equals zero (0) (Yeung et al, 2007). The ranked 47CSFs have Kendall’s coefficient value of 0.115 which is statistically significant at 1% level. This suggests a general consensus 

among the 210 respondents. To establish the general similarity of the respondents’ rankings between the respondents; Spear-man’s rank correlation test was employed. At 5% level, the least Spearman’s rank correlation coefficient (r) for the different pairs is 0.621 (Client-Contractor). Therefore, statistically, there is a general consensus among the stakeholders.  To enhance decision making, it is recommended for the conversion of any ubiquitous scale (Likert scale to three scale point). This “levels of mean Value Distribution” for a Likert scale five -point has 1.0-2.33 as Low; 2.38-3.67 as moderate and 3.68-5 as high (Jacoby and Matell, 1971). The mean scores for the 47 CSFs range from 3.986 to 3.252. Hence, the influence of all the factors lie above the low mean value of 2.33. This implies that each of the 47 factors can noticeably influence IBS perfor-mance. However, while forty (40) factors have high influence (above 3.68) on project performance, seven (7) factors exercise moderate influence (between; 2.34-3.67) on IBS performance. Table 2 shows the five factors with the highest influence on IBS performance.  
Table 2: Five Factors with High influence on Performance  

No FACTOR MS SD RANK 
4 Clear & Precise Goals  3.986 0.904 1 
7 Knowledge & Skills  3.976 0.935 2 
10 Planning & Control 3.948 0.919 3 
12 Top Management Support 3.938 0.479 4 
11 Transportation 3.924 0.909 5 

4.0 FINDING AND DISCUSSION 
The mean scores for the 47 CSFs range from 3.986 to 3.252, implying that all the factors are above the low mean value of 2.33 (Jacoby and Matell, 1971). Although, this implies that each of the 47 factors can noticeably influence IBS performance but while forty (40) factors generate high influence (above 3.68) on IBS project performance the remaining seven (7) exercise moderate influence (between; 2.34-3.67).  Based on Pareto rule, the highest factor ranked factor has the greatest influence (Ogwueleka, 2011). Thus, for this study, the lack of clear and precise goals (3.986) has the most impact on IBS project performance. Like in most other nations, the Nigerian government is the initiator and foremost consumer of construction products. Although the government embraced IBS since 2011, till date, there are no defined underpinning measures (policy statements or study) targeted at making IBS implementation a viable option. Also, this finding buttresses the claim of about 67% of the respondents in the discussion/structured interview that lack of clear and goals was a major barrier to IBS uptake in Nigeria. For IBS success, the vision of all stakeholders must be anchored on clear and precise goals. Countries, with a good measure of success in IBS implementation (Sweden; UK) have clear and precise goals with IBS policies incorporated into their construction development plans and backed with regulatory institutions (Steinhardt and Manley, 2016).  Lack of requisite knowledge and skills (3.976) was the second highest factor influencing IBS performance. This finding is in consonance with the studies of Amade et al., (2015) and Pour Rahimian et al., (2017). The 
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stakeholders’ perception also agrees with the 63% rating accorded the same factor by the respondents interviewed. Aribigbola (2008), argued that to attain the goal of adequate housing for all, requisite knowledge and skills must be enhanced. Unfortuately with regards to innovative construction method, the curriculum of most Nigerian tertiary institutions are limited in depth. Lack of sufficient planning and control attracted a mean score value of (3.948) rated third.This factor is intrinsically tied to the two earlier factors. Without a requisite knowledge and skills, it is impossible to evolve a clear plan, and by extension attain set objectives.    
5.0 CONCLUSION  
It is eveident from this prelimary study embracing the IBS to overcome the huge housing deficit in Nigeriain building industry is a step in the right direction. The 47 CSFs considered contextual out of the initial 64 fac-tors by stakeholders are sufficient in resolving issues of IBS poor performance and low uptake in Nigeria. However, to improve on IBS performance, the gap in be-tween stakeholders’ CSFs perception homogeneity need future clarification and management.  The CSFs observed in this study is limited to MHPs’ micro viewpoint, and could significantly differ from those of the macro viewpoint in same locality. Also, the influ-ence of the interrelationship of the factors on IBS perfor-mance is yet to be conducted. Since this study is ongoing, the author shall engage Factor Analysis to investigate the influence of these inter-relationships among the identified CSFs. It is envisaged that the findings of this study would assist the stakeholders in establishing a more reliable refer-ence in the drive towards improving the performance of IBS projects in both the region and regions with similar constraints. 
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Abstract— Housing forms one of the basic needs of human beings. Maslow’s Theory on Hierarchy of Needs sees that housing forms the foremost important needs, in addition to security, food and others, at the lowest among the five levels. It has been observed that housing is one of the first priorities for most households and it represents the largest single in-vestment for most people, taking up between 50% and 70% of household income. Housing affordability has been widely recognized by many authors to be influenced by the levels and distribution of home prices, household incomes and the structure of financing costs. Against this background, the aim of this study is to analyse the affordability of housing units in Millennium Estate, Ifako - Ijaiye, Lagos State. Questionnaires were administered to 150 households living in the study area. The questionnaires were analysed using the Statistical Package for Social Sciences (SPSS) and results pre-sented in frequency tables. The findings of this study established that a majority of respondents pay less than the bench-mark of 30% of their income as rent. The study concluded that the housing units in the estate are relatively affordable. The Government was encouraged to maintain affordability of housing units in the estate.   
Keyword—, Affordability; Housing; Housing Affordability; Income; Rental Value 

3 INTRODUCTION  
Housing forms one of the basic needs of human beings. Maslow’s Theory Hierarchy of Needs sees that housing forms the foremost important need. The housing condition of a country is a pointer to the health motivation, economic well-being and the social circumstances of her citizens. To most groups, housing means shelter but to others it means more as it serves as one of the best indicators of a person’s standard of living and his or her place in the society. Rent-al housing on its part makes up a critical segment of a na-tion’s housing stock, providing a home for families and individuals unable to afford the cost of ownership or whose life circumstances simply make renting a better op-tion (Cohen et al, 2010). A report released by EFInA (2010) noted that 85% of urban population lives in rented accommodation, spending more than 40% of their income on rent. Affordability has become the key term in housing policy in both developed and those in transition. According to Aziz et al, (2010) afforda-bility is mainly defined by the relationship between household’s housing expenditure and income. The afford-ability of housing has become a common problem of summarizing the nature of housing problem in many mar-ket-based housing systems. Affordability problems can be viewed as operating at different levels, ranging from the narrower direct experience of severe problems of poverty and homelessness, through an intermediate level of risk, to a broader problem of access to market. Many authors ar-gued that housing affordability is influenced by the levels and distribution of home prices, household incomes and the structure of financing costs, (Aziz et al, 2010). According to Daramola and Aina (2012) house rent in ma-jor cities in Nigeria is about 60% of an average worker’s disposable income. This, when compared to the 30% 

benchmark can be said to be too high. Such a worker is referred to as being cost burden. This dilemma is however more pronounce in Lagos. The rise in rent has worsened inaccessibility to affordable housing. Increasingly, con-cerns have been expressed about affordability outcomes for working households, especially for low and middle income households, who are finding it difficult to rent or purchase private sector housing that is accessible to their place of work and who, as a result, bear the burden either of significant housing costs or of significant transport costs 
﴾Aziz et al, 2010﴿. For the purpose this study, focus would be on household income. More than 80% of Nigeria’s live in rented housing with the low and middle income families representing 65% of Nigeria population which in turn represents about 85% of housing demand for the nation. ﴾Alitheia Capital, 2012﴿. Hence the study aims at analyzing the rental affordability of various housing units in the study area by ascertaining the proportion of annual income that is paid as annual rent. 
2   LITERATURE REVIEW 
A survey of literature reveals a lack of consensus among academics and housing development experts on how housing affordability should be defined and measured. This may be attributed to the fact that housing affordabil-ity is a contested issue in which different groups struggle to impose their own definition and solution to the prob-lem. Feldman (2002) looked at the affordable housing shortage: the problem, its cause and solution. The study which was conducted in the US, adopted the 30% bench-mark, stating that a unit is unaffordable if a household has to spend more than 30% of its income on it. The author identified irregularity of income as largely being behind 
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the affordability problem. He however restricted this anal-ysis to the rental housing market as he noted that housing crisis is heavily saturated among renters. Belsky et al (2005) in measuring  the nation’s rental housing affordabil-ity problems in America were also of the view that house-holds spending more than 30% are cost burdened and those spending more than 50% are labeled severely cost burdened. The authors used the American Community Survey (ACS) and the American Household Survey (AHS) as sources of data. The 30% benchmark was also identified by Aribigbola (2011), who identified housing affordability has a major problem of urban housing. The paper generat-ed its data through a systematic survey of 1,266 household in the 9 political wards in the city of Akure, Ondo Nigeria. Structured questionnaires were administered to the households selected. The author used systematic sampling technique to select buildings at intervals of every twentieth building in the 9 political wards. The Chi-square test of independence was used to ascertain the association be-tween monthly income and rents paid on housing by re-spondents of the study area. The author is of the view that households who pay more than 30 percent of their income on housing are considered cost burdened and may have difficulty affording necessities such as food, clothing, transportation and medical care. Aribigbola (2011) howev-er affirms that despite the problems associated with the 30 percent threshold, it is currently the most widely accepted indicator of housing affordability.   Similarly, Abimaje et al (2014) carried out a study to evalu-ate housing affordability in Idah, Kogi State. The authors administered questionnaires in eleven neighbourhoods of Idah town which were randomly selected. Findings of the study revealed that majority of respondents spend above 30% of their monthly income on housing. This, according to the authors, is inconsistent with the 30% affordability benchmark. The study therefore concluded that majority in the study area cannot afford adequate housing According to Ndubueze (2009) in urban housing afforda-bility and housing policy dilemmas in Nigeria, rent-to-income ratio measures rental-housing affordability. In his criticism of the ratio, Ndubueze (2009) observed that the ratio has a tendency to record as ‘affordable’ when a household consumes less than the minimal socially accept-ed standard of housing in favor of more non-housing con-sumption. On the other hand, the ratio tends to show as ‘unaffordable’ situations where a household chooses to consume a higher than expected standard of housing while still able to consume more than the minimum stand-ards of non-housing consumption.  Mulliner and Maliene (2012) carried out a study in which they noted that basing housing affordability on financial attributes (housing expenditure and income) fails to tackle the wider issues involved such as housing quality, location and access to services and facilities. The study is based on a two stage approach, first stage involving the identifica-tion of the attributes while stage two determines the level of importance or significance of these attributes. Broader attributes that determine housing affordability as identi-fied by the authors via extensive literature review and semi-structured interviews with local authorities are: house prices in relation to income, rentin relation to in-come, interest rates and mortgage availability, availability 

of private and social rented accommodation, availability of low cost home ownership products, availability of  market value home ownership properties, safety/crime, access to public transport facilities, access to shopping facilities, ac-cess to health care, access to child care, access to leisure facilities, access to open green public places, presence of environmental problems, quality of housing, energy effi-ciency of housing, availability of waste management facili-ties and deprivation in area. Boamah (2010) explored the affordable housing situation in Ghana in a bid to determine whether rental and owner occupied units are affordable. The study randomly sur-veyed one-Twenty (120) housing units each from Kumasi and Tamale. Findings of the study revealed that rental and owner occupied housing are unaffordable by most house-holds. The author noted that this is as a result of low in-come levels and high unemployment rates which disquali-fy most households from getting access to credit facilities Torluccio and Dorakh (2011) asserted that any rent would be affordable if it leaves the consumer with socially ac-ceptable standards for both the housing and non-housing consumption after rent is paid. The authors are of the opinion that rent and income should have a long-run equi-librium relationship. In spite of its obvious limitations, rent-to-income ratio has continued to enjoy popular usage largely due to a lack of comparable alternatives that can be calculated and interpreted and understood with as much ease.  Thus, it is adopted in this study. 
3 RESEARCH METHODOLOGY 
In order to achieve the aim of this research, questionnaires were administered to occupiers of properties in the study area. In this study, the sample frame is six hundred and sixty four (664) flats which is the total number of flats in the estate, this also indicates that there are a total of 664 households in the estate, this information was derived from the researcher’s field survey. Nwanna (1981) advised that if a population is in few hundreds, 40% of the popula-tion or more could serve as a good sample. But if the population is in many hundreds, a 20% sample is a good representative, if a population is in a few thousands, a 10% sample will be appropriate and if a population is in several thousands, a 5 % of the population will serve as a good sample. Since the number of flats in the estate is 664, the sample size is taken at 22.6% giving approximately 150 flats. One hundred and fifty (150) flats were then random-ly selected and surveyed out of which one hundred and twenty three (123) questionnaires were retrieved. The sur-veyed flats include three bedroom, two bedroom and one bedroom flats.  Out of the one hundred and twenty three retrieved, twelve were filled by landlords hence they were disregarded. The one hundred and eleven questionnaires valid represent a total survey response rate of seventy-four percent (74%). The data and responses in the questionnaire were collected and entered on a coding sheet after which it was analysed and expressed in percentages. Statistical Package for Social Sciences (SPSS) and statistical tables were used to analyse the data. The presentation of the primary data was done with tables, frequencies and percentages to draw conclu-sions from the findings. 
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4.  DATA PRESENTATION AND DISCUSSION OF FINDINGS  
4.1 Overall Fitness Assessment of Housing Units/Occupants Perspective From analysis it can be deducted that majority (52%) of the respondents are of the opinion that the overall fitness of the units is fair. This is followed by 25.4% who believed it was in good condition. This implies that the housing units in the estate can yield its full rental value in the open mar-ket. 
4.2    Proportion of Income Paid as Rent Tables were employed to show the prevailing rental values of 1, 2 and 3 bedroom flats as well as the income of re-spondents in the study area. 
Table 1: Average Annual Rent Paid by Respondents Property type Average rent Frequency Percentage  % I bedroom 150,000 22 19.8 2 bedroom 250,000 55 49.6 3 bedroom 350,000 34 30.6 Total   111 100 Source: Field Survey, 2018 
The average annual rent paid by respondents occupying 1, 2 and 3 bedroom flats are shown in Table 1. The table shows that the average rent paid by respondents occupy-ing 1 bedroom is N150, 000, respondents occupying 2 bed-room flats pay average rent of N250, 000 while occupiers of 3 bedroom flats pay average rent of N350, 000 per an-num. Majority of respondents in the study area occupy 2-bedroom flats. 
Table 2: Average Annual Income of Respondents Property type Average Income Frequency Percentage  % I bedroom 800,000 22 19.8 2 bedroom 1,525,000 55 49.6 3 bedroom 2,550,000 34 30.6 Total   111 100 Source: Field Survey, 2018 
From the table above it is revealed that there are three in-come levels in the estate. The average income shows a ratio of 2:5:3, which can be interpreted as low-income earners, higher middle-income earners and lower middle-income earners. The study area can then be said to be dominated by middle-income earners.   

Table 3: Percentage of Rent to Income Source: Field Survey, 2018 

The rent of each housing type was compared with income levels of residents to come up with the affordability levels. For the 1 bedroom flat, respondents with average income of N800, 000 per annum paid 18.75% of their income as rent, while for occupants of 2-bedroom flats, 16.39% of their income was paid as rent. For 3-bedroom, respondents paid 13.72% of income as rent. The analysis shows that all surveyed respondents paid below the 30% benchmark for affordability identified in literature. It is also within range of the 20 percent benchmark set by the United Nations. This finding conforms to the Nigerian housing policy which does not want any Nigerian to spend more than 20 percent of his/ her income on housing expenditure. Investigation shows that apart from paying for rents, householders also pay other ancillary charges like electrici-ty bills, water, sanitation, security, refuse disposal bills etc. However these ancilliary charges were not included in the comparison as it is not part of basic rent. 
CONCLUSION 
This research has taken a critical look at conditions of housing as well as the affordability of housing units in the study area. Affordability expresses the challenge faced by households in balancing the cost of its housing, on the one hand, and its non-housing expenditures, on the other, within the constrictions of its income. Since the Nigerian housing policy does not want any Nigerian to spend more than 20 percent of his/ her income on housing expenditure, it can be concluded that the housing units in the estate are relatively affordable for middle-income earners eho domi-nate the study area.  It is however imperative to note that this study focused just on rent in relation to income, other housing expendi-tures such as, electricity bills, security, refuse disposal charges and water were not considered in the study. Hence further research to address this limitation is highly rec-ommended.  Lagos State Development and Property Corporation (LSDPC), Federal Housing Authority (FHA) and all other major stakeholders in the housing sector are encouraged to emulate the affordability of the housing rents in the study area which is below the 20% standard set by the United Nations as well as the 30% benchmark identified in litera-ture review. Rent of the housing units should be monitored to ensure that prices do not rise beyond the reach of the low and middle-income earners, who the estate is original-ly intended for. 
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Abstract— The high rate of reoccurrence of Sewer blockage in Nigeria University hostels has become disquieting, de-spite the existence of maintenance unit in the university. However, proper sewage maintenance could not be achieved without the users’ (student) input. This paper assesses the level of students’ awareness in terms of maintenance of sew-age blockage in Abubakar Tafawa Balewa University Bauchi, Nigeria. Interview was used as a means of data collection. Twenty eight (n=28) students were randomly interviewed to capture their perception, opinion and general knowledge about maintenance of sewer blockage. The data was transcribed verbatim and analysed manually. The result reveals that many of the students are not much aware of sewage blockage maintenance which contributes much to the persistence of the problem. It is therefore, recommended that awareness campaign should be carried out among the students living in hostel. This can be achieved through proper orientation of the students on sewer blockage and proper implementation of blockage clearance practice and maintenance. Finally it is further recommended that the university authority should include a session on sewer blockage practice during the welcoming orientation of students in to the university, to in-crease the level of students’ awareness about the sewer blockage and maintenance. This will assist to a great extent on the minimization of sewer blockage and the proper use of sanitary appliance by the students.  
Keyword—awareness; maintenance; sewer blockages; students’ hostel

1 INTRODUCTION  
Sewer is a large pipe, usually underground, that is used for carrying waste water and human waste away from buildings to a place where they can be safely dis-posed. Sewer also refers to an underground conduit for carrying off drainage water and waste matter (Fenner, 2000). Sewer can either be public or private; public sewer is a sewer that is being taken on by a sewerage undertaker because it collects drains from different households, usual-ly the local water authority therefore taking full responsi-bility for it. Private sewer deals with a drain within a sin-gle unit of complex, which makes the occupants fully re-sponsible for it {2}. Sewer blockage has been one of the major challenges faced in hostel building. It causes great deterioration of the building elements in terms of aesthet-ics and durability and also poses great risk to the health of the occupants and the environment. According to recent analysis, sewer blockage and overflow is responsible for causing 26% of malaria disease which is also the most common and deadly disease in Africa {3}. Sewer blockages pose several problems to the func-tionality of the drainage system. This can include the loss of water closet (WC) facilities which are unable to dis-charge into the Sewer. The prevention of waste water re-moval because of a blockage can result in the emission of foul odours from surcharged manholes and yard gullies {4}.The continues hydraulic loading of a blocked sewer can result in the escape of sewage from manholes, inspection chambers or yard gullies and cause external flooding. This may result in contamination of garden or road areas which 

will require cleaning and disinfection following the event {5}. External flooding can also result in pollution of natural water courses if an adequate pathway for sewage ingress into a water course exists. In the more extreme cases, sew-er blockages can cause internal flooding of property. Aside from the distress and inconvenience caused to the house-hold, this can also pose significant health risks through contamination by disease spreading pathogens {3}.    The main challenges to sustainable sewer system in story buildings, is something has to do with inability of authority to provide appropriately serviced sites for the multitude steaming {7}. Therefore certain guides should be developed to the occupants, to assist in minimizing the occurrence of blockages in sewer pipe lines and ways to handle blocked sewers.   The purpose of sewer system includes; flooding con-trol, waste transport, water collection and recycling, often evolved through trial and error modification after the sys-tems were initially constructed {6}.The causes of sewer system blockage may include; buildup of grease, debris or foreign object in the sewer lateral, sewer line collapse caused by old and deteriorated sewer pipe {5}, presence of debris entering the sewer system due to illegal pipe con-nection, partial or complete blockage caused by root intru-sion into sewer pipe { 8}. Since the causes have been identified, the need for proper sewer disposal and safety orientation should ema-nate from the need to ensure that students occupying the hostel building can be able to identify a number of factors which are associated with the increased blockage likeli-
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hood so as to prevent the sewer system from complete or partial blockage. However in the same manner, the man-agement of Abubakar Tafawa Balewa University (ATBU) has set up mechanisms by which a number of precautions can be embarked on. This can only be achieved if the stu-dents are educated on that particular aspect. Therefore, this study would investgate on the students’ level of awareness on the sewer blockade.   1.1 Management of Sewer blockade Ideologically, a good management of sewer blockage is very essential so as to ensure that partial or complete blockage in the sewer system do not occur and in the case whereby any student in the hostel notice any sign of a par-tial blockage in the system, must quickly notify the man-agement to take an immediate action so as to prevent the total collapse of the sewer system. Prevention of sewer system blockage saves cost at a long run and reduces the spread of pathogens {5}. According to {9} Students must have an understand-ing or knowledge of the severity of the sewer blockage observed or anticipated in their hostels. Unfortunately, however, lack of awareness among students remains a barrier to prompt notification of blockage as most students face difficulties in recognising the symptoms of even the most basic forms of sewer blockage [10]. The reporting delay time is the time which elapses between the detec-tion/observance of a sewer blockage and report to the maintenance department by the students. This depends mainly on the inconvenience which the blockage causes the students and is not a measure of the seriousness of the sewer blockage {11}. Lack of maintenance of sewer block-age awareness precludes students from identifying in time the significance and urgency of a repair {12} and also man-ifests in the wrong notion that sewer blockage has no im-pact on students’ level of performance. {7}.  2 METHODOLOGY 
   Data and information was collected from interview conducted by the researchers. Respondents comprised of students living in Hall II hostel only, it also comprises of first year to final year students. 28 students were randomly interviewed to capture their perception, opinion and gen-eral knowledge. The occupants were approach with open-ended questions and in line with that, the respondents gave their in depth view about the subject matter. The Da-ta was transcribed verbatim and later analysed manually.  In the course of the interview conducted, information on the profile of the respondents was asked. Some of the questions the students were asked include years of study in the university, period of stay in the hostels, and experi-ences with sewer blockage. Question was also asked on the level of sewer pipe maintenance by the school and Stu-dents’ level of awareness on causes of sewer blockage and maintenance.   
3 FINDINGS 
3.1 Respondents Information A total of 28 target respondents were interviewed, and all of them responded to the interview effectively, achieving a 99% response rate. The high response rate is 

attributed to the manner of approach to respondents. The statistics of the respondents, with reference to their levels in the university, shows that 41% of the respondents were 1st year, 14% were 2nd year, 18% were 3rd year, 11% were 4th year while, 16 % were in their 5th years. Concerning how long the students stayed in the hostel, 12 of the respondent representing 38% had stayed in the hostel for 0-1 year, 10 of the respondents representing 31% had stayed for the period of 2-3 year,  while 10 of the respondents represent-ing 31% had stayed for 4-5 year. This result obtained was appropriate because about 66% of the respondents had stayed in the hostel for 2-5 years. 
3.2 Causes of Sewer Blockage About 80% of the students are not aware of some of these causes and therefore contributing to the problem of sewer blockage because of their ignorant towards the causes and maintenance of the sewer. This scenario is very dangerous, as lack of knowledge of these causes among some students in the hostel pose great risks in case of any sewer blockage and over flow  3.3 Dangers of Sewer Blockage When asked about the danger of sewer blockage, the students affirmed their exposure to the danger. However, they did not attached much important to it as they always stay in the hostel while the sewer is overflow and contin-ues for several week without repair. This shows that stu-dents are still exposing to all dangers due to their lack of knowledge of its causes and how to prevent it. It is obvi-ous that the management of the hostel does not give much attention to issues regarding sewer blockage and as such the problem continue to persist and pose serious danger to the occupants of the hostel building.  
3.4 Blockage clearance practice The hostel management and the school management as a whole have the responsibility of clearing blocked sew-ers and also periodic inspection and clearance of various man hole chambers and sock away pits in the hostels and also maintain or change old and damaged sewer pipes. This maintenance schedule have been put in place by many organizations including some Tertiary institutions school but are not fully implemented due to lack of super-vision. When the students were asked about the clearance of the sewer when it is blocked, 70% showed lack of con-cern and said that is not their responsibility as it is the management responsibility to attend to the problem. However, if the students were informed that this is every-body’s responsibility, they may ensure that no solid waste is allowed into the sewer system through the sanitary ap-pliance and if by any mistake falls, it should be removed immediately. 
3.5 Sewer Blockage Awareness Knowledge on possible ways to avoid the occurrence of sewer blockage: 13% of the respondents were aware and 29% are fairly aware of possible ways. The remaining 58% were not aware of such measures. The study indicates that awareness campaign i on the causes of blockage is necessi-ty to all students living in the hostel building. Students’ ignorance about the subject is very dangerous as it can 
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subject them to health hazard.  Periodic maintenance and clearance of sewer: 8% of the respondents were aware and 29% are fairly aware of maintenance and clearance of sewer. The remaining 63% were not aware. It is always important for the hostel man-agement to do periodical maintenance and clearance of the sewer system to control or avoid possible blockage, some of this maintenance includes inspection and changing of old and damage pipes. The views of the respondent were sought on the possible number of time maintenance was carried out and also their role in sanitation, 90% of the re-spondents were not aware of periodic maintenance by the management and also their role in proper sanitation.  
CONCLUSION  

This study was undertaken to assess the level of awareness of students on sewer blockage in Hall II hostel ATBU Bauchi. In view of the information analyzed from the interview made during the survey it was evident that sewer blockage awareness is low amongst the students. Sewer blockage is clearly high and posing extreme danger to health, safety, general welfare and strength of the struc-ture. It is evident that school management who are respon-sible for blockage clearance management and   students’ orientation on the causes and measure to minimize its re-occurrence are not given much attention to the mainte-nance aspect of the sewer. Finally it is acclaimed that the university authority should include a session on sewer blockage practice during the welcoming orientation of students in to the university. This will assist to a great ex-tent to minimized sewer blockage and inappropriate use of sanitary appliance by the students.  
ACKNOWLEDGMENT 

The authors wish to thank Abubakar Tafawa Balewa University for supporting this research work. 
REFERENCES 
[1] Fenner, R. A. 2000. Approaches to sewer mainte-nance: a review. Urban water, 2(4), 343-356. [2] DeSilva, D., Marlow, D., Beale, D., & Marney, D. 2011. Sewer blockage management: Australian perspective. Journal of Pipeline Systems Engineering 

and Practice, 2(4), 139-145. [3] Mukhtar, M. D., Indabawa, I. I., & Imam, T. S. 2010. Public health implications of sewage ponds in Kano metropolis, Nigeria. Journal of Food Agriculture & En-
vironment, 8(2), 25-31. [4] Hongrong, Q., Jianzhong, L., Guohui, Z., & Luexuan, L. 2011. Study of problems and corrective actions of urban drainage network. In Electric Technology and Civil Engineering (ICETCE). In a proceeding  Interna-
tional Conference (pp. 1561-1564). IEEE. [5] James, B., Emma, H., Edward, K., Slobodan, D., & Zoran, K. Developing Decision Tree Models to Create a Predictive Blockage Likelihood Model for Real-World Wastewater Networks. 12th International Con-ference on Hydroinformatics, HIC 2016. Procedia Engi-

neering 154 (2016 ) 1209 – 1216. [6] Muleta, M. K., McMillan, J., Amenu, G. G., & Burian, S. J. (2012). Bayesian approach for uncertainty analy-sis of an urban storm water model and its application to a heavily urbanized watershed. Journal of Hydro-
logic Engineering, 18(10), 1360-1371 [7] Armitage, N. 2011. The challenges of sustainable urban drainage in developing countries. In Proceed-ing SWITCH Paris Conference, Paris (pp. 24-26). [8] Hongrong, Q., Jianzhong, L., Guohui, Z., & Luex-uan, L. (2011, April). Study of problems and cor-rective actions of urban drainage network. In Elec-tric Technology and Civil Engineering (ICETCE), 2011 International Conference, (pp. 1561-1564). IEEE. [9] Kangwa, J. and Olubodun, F. (2003a) An investiga-tion into home owner maintenance awareness, management and skill-knowledge enhancing at-tributes. Structural Survey, 21(2), p. 70–78. [10] Arthur, S., Crow, H., & Pedezert, L. (2008). Under-standing blockage formation in sewer systems a case-by-case approach. Water Manage. Proc. Inst. Civil Eng, 161(4), 215-221. [11] Kavvas, M. (2002). An appraisal of sewer system problems in developing countries. Water policy, 4(2), 119-135. [12] Oladapo, A. A. (2006). A study of tenants’ mainte-nance awareness, responsibility and satisfaction in institutional housing in Nigeria. International Jour-nal of Strategic Property Management, 10(4), 217-231. 

 



Proceedings of ICGET 2018  

 67  

COMPUTING AND COMPUTING ENGINEERING 
 



Proceedings of ICGET 2018 Adepoju et al. 

 68  

Real Time Face Recognition System based on 
Pattern Matching 

Temilola M. Adepoju1, Adebanjo Adekiigbe2, Adedayo Sobowale1 and Blessing S. Akinola1 

1Department of Computer Engineering Technology, Federal Polytechnic Ede, Osun State Nigeria 
2 Department of Computer Science, Federal Polytechnic Ede, Osun State Nigeria *atemilola@gmail.com  

Abstract—Face recognition is an interesting area of research today for the fact that face plays an important role in security of life and properties. Research has been done in areas of security such as biometric using finger print, still manipulation or hacking of biometric information is possible. Face recognition system can be a profound solution to these problems (manipula-tion and hacking) at any sensitive point such as airport, and access control at corporate environment. Therefore, this study developed a face recognition system based on pattern matching for access control. The input images were enhaced using histo-gram equalization while Principal Component Analysis (PCA) algorithm was employed to extract face features. The extracted features of the registered image from the database were used to compare the real time image using minimum Euclidean Dis-tance (ED). The developed system was implemented on white and black faces. The white faces were obtained from exiting da-tabase (OUR database for face detection) while the black faces were acquired locally with a digital camera, to populate a data-base which was later used to compare real time faces. The recognition accuracy of the developed system with the OUR data-base and locally populated database are94% and 98% respectively. This show that for any real time scenario the system can recognize human faces correctly without mixed-up. Therefore security of any point where thhe system is being implemented is 98% guaranteed.  
Keyword—Accuracy, Computational Time; Biometric; face pattern matching; Principal Component Analysis (PCA); Euclidean Distance (ED)   

1 INTRODUCTION  
Given the requirement for determining people's iden-tity, the obvious question is what technology is best suited to supply this information? (Madalina and D'Amico, 2004). There are many ways that humans can identify each other, and so is for machines. There are many different identifica-tion technologies available, many of which have been in commercial use for years. The most common person verifi-cation and identification methods today are Password/PIN known as Personal Identification Number, systems (Mada-lina and D'Amico, 2004). The problem with this or other similar techniques is that they are not unique, and is pos-sible for someone to forget, loose or even have it stolen to or by someone else.  In order to overcome these problems considerable in-terest was given to “biometrics” identification systems, which uses pattern recognition techniques to identify peo-ple based on their characteristics (Omidiora 2013). Alt-hough traditional biometric methods of identification such as fingerprints, Iris scans and voice recognition are viable, they are not always the best, depending on where they will be used (Vanaja, Waghmare, and Chirchi, 2011). In applica-tions such as Surveillance and monitoring of public places for instance, such methods would end up failing because they are time consuming and inefficient especially in situa-tions where there are many people involved. Also, the cost of implementation is also a hindrance as some components might have to be imported.  Biometric authentication is a 

profound way to deal with these difficulties rather than using the traditional password systems. Potentially, bio-metric systems can be employed in all applications that need authentication mechanism, and so in all applications that today use passwords, PINs, ID cards, or the like (Madalina and D'Amico, 2004). Biometrics is the science of automated recognition of persons based on one or more physiological or behavioral characteristics possessed by such individuals (Vanaja, Waghmare, and Chirchi, 2011). These physiological charac-teristics include face, fingerprints, iris, retinal features, hand geometry, and ears. Behavioral characteristics in-clude handwritten signature, voice, keystrokes (typing), and gait (how a person walks). The current state of tech-nology presents several uses of the biometrics and each has its own advantages and disadvantages according to the requirements on biometric identifiers.  A practical biometric system should have an accepta-ble recognition accuracy, speed with reasonable resource requirements. It should be harmless to users, be accepted by the intended population, and be sufficiently robust to various fraudulent methods.  Over the years, fingerprints have been one of the most widely used and accepted bio-metric (Vanaja, Waghmare, and Chirchi, 2011). This is evi-denced with the Chinese who have used fingerprints to sign documents for over
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1000 years (Max, 2002) However, human face plays an important role in our social interaction. Using the human face as a key to securi-ty, biometric face recognition technology is of significant attention in this research, as it presents a wide range of applications  in Airport Surveillance, Private Surveillance, Access Control for PCs in a Corporate Environment, Add-ed Security for ATM Transactions and law enforcement.  As compared with other biometrics systems such as fin-gerprint or palmprint and iris, face recognition has distinct advantages because of its non-contact requirement process (Max, 2002). Face images can be captured from a distance without physical contact the person being identified, and the identification does not require interacting with the per-son.  In addition, face recognition serves the crime deter-rent purpose because face images that have been recorded and archived can later help identify a person. Consequent to the advent of various high-tech devices and ideas, hack-ing has become increasingly high and as a result several security devices can be hacked or guessed by others there-by making individuals private and personal information vulnerable.  Biometrics such as fingerprints provides an alterna-tive method but can be forged (gummy fingers). Hand geometry is not distinctive enough to be used in large scale applications likewise hand-written signatures can be forged (Vanaja, Waghmare, and Chirchi, 2011). However, face is unique among all humans. Thus, there is a need for an affordable and mobile system similar to human eye to identify a person.  
2 LITERATUR REVIEW 
2.1 Principal Component Analysis (PCA) PCA is a well - known technique in statistics. It picks out patterns in variables. As a result, patterns rather than all data are studied. It reduces the dimensionality of data without a significant loss of information. It can be used for prediction, redundancy removal, feature extrac-tion, data compression, and so on. PCA is a suitable tool for feature extraction because it identifies the variation between human faces, which may not be immediately ob-vious (Omidiora, 2006). PCA does not attempt to classify faces using familiar geometrical differences, such as length of the nose or the width of eyebrow but a set of human faces is analysed using PCA to determine which variables account for the variation in the face images (Omidiora, 2013). In face feature, these variables are called eigenfaces because when plotted they display a ghostly resemblance to human faces. Eigenface deals with projecting an image space linearly to a low dimensional feature space such that recognition of the faces is done in this low dimensional feature space (Cendrillon and Lovell, 2000). Mathematical-ly, eigenface adopts the PCA. The eigenface finds the prin-

cipal components of the distribution of faces or the eigen-vectors of the covariance matrix of the set of face images. According to the significance of the eigenvalues, the ei-genvectors are ordered and each one accounting for a dif-ferent amount of the variations among the face images. These eigenvectors can be considered as a set of features that together characterise the variations between face im-ages. PCA Method Steps are as follows (Cendrillon and Lovell, 2000).  
 Training set of total M images are used to com-pute the Average Mean as shown in the equation below:  

  M
n agesTrainingMaverage 1 Im1       (1)                 

 Original image will be subtracted from the Aver-age Mean as shown in the equation below:  
AverageagesTrainingSub  Im

 (2)                                                
 Calculate the Covariance Matrix as shown in the equation bellow:  

                     M
n

T nSubnSubianceCo 1 )()(var    (3)                                        
 Calculate the Eigenvalues and Eigenvectors of the Covariance Matrix.  
 Sort and choose the best Eigenvalues. The highest Eigenvalues that belong to a group of Eigenvec-tors is chosen, these M Eigenvectors describe the Eigenfaces. Given that new faces are encountered, the Eigenfaces can be updated or recalculated ac-cordingly.  
 Project the training samples onto Eigenfaces. 

2.2 Euclidean Distance Euclidean distance or Euclidean metric is the "ordi-nary" straight-line distance between two points in Euclide-an space. With this distance, Euclidean space becomes a metric space. The Euclidean distance between points p and 
q is the length of the line segment connecting them ( pq  ). 
In Cartesian coordinates, if  npppp .......,2,1  and  nqqqq .......,2,1  are two points in Euclidean n-space, 
then the distance (d) from p to q, or from q to p is given by the Pythagorean formula: The position of a point in a Eu-clidean n space is a Euclidean vector. So, p and q are Eu-clidean vectors, starting from the origin of the space, and their tips indicate two points. The Euclidean norm, or Eu-clidean length, or magnitude of a vector measures the length of the vector as seen in Equation 4 
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2
1               (4) 

The distance between any two points on the real line is the absolute value of the numerical difference of their coordi-nates. It is common to identify the name of a point with its Cartesian coordinate. In one dimension, there is a single 
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homogeneous, translation-invariant metric (in other words, a distance that is induced by a norm), up to a scale factor of length, which is the Euclidean distance.  
2.3 Review of Related Work on Face Recognition Cohen, Nicu, Larry, Ashutosh, and Thomas (2003) developed a facial expression recognition from video se-quences in their work, used dynamic classifiers, such as Hidden Markov Models. This method is proposed for per-son-dependent systems, as it is more sensitive to temporal pattern changes, in the case of videos. Studies by the same authors also recommend using static classifiers, such as Tree Augmented Naive Bayes, for person-independent scenarios. Shamla and Kalpana (2011) proposed a label Self-Organizing Map (SOM) to measure image similarity. To achieve their set goal, they fed Facial images associated to the regions of interest into the neural network. At the end of the learning step, each neural unit is turned to a particu-lar Facial image prototype. Facial recognition is then per-formed by a probabilistic decision rule. This scheme offers them very promising results for face identification when dealing with illumination variation, facial poses and ex-pressions. The paper presented a novel Self-Organizing Map (SOM) for face recognition. Eventually, they had good features extracted due to SOM’s topological ordering. The Facial Analytics results for the 400 images of AT&T data-base used reflects that the face recognition rate using one of the neural network algorithms SOM is 92.40% for 40 persons. Also, Deepesh Raj (2011), developed an effective and real time face recognition system based on OpenCV and C++.  The system uses Principal Component analysis for feature extraction and various distance classifiers such as the Euclidean distance, the Manhattan distance and the Mahalanobis distance. The technique used here involves generating the `eigen faces' then projecting training data into face-space to be used with a PCA classification meth-od and evaluation of a projected test element by projecting it into face space and comparing to training data. The sys-tem was tested on YALE Face database B and ORL Face Database. The recognition produced using different matching techniques are compared and the results were been presented. The correct recognition rate achieved us-ing the Mahalanobis distance is 92.3% and 73.1% for the normal PCA with Euclidean distance.  Ojo, J. A. and Adeniran, S. A. (2011) employed two dimensional discrete wavelet transform (2D DWT) to ex-tract features from face images; and hidden Markov model (HMM) for training, recognition and classification. The algorithms were tested with a subset of the AT&T data-base. The recognized images were verified for correctness, 80% correct classification (Hit) occurred while 20% were misclassified. The rest of the images that were not in the training set were used to test the false acceptance rate 

(FAR) i.e. the ratio of the numbers of images falsely ac-cepted to the total number of images tested and 0.02 FAR occurred.  In this paper, PCA will be used to extract specific features from acquired images and Eucleadean distance to classify and obtain similarity of the images. 
3 METHODOLOGY 

The complete framework for the face recognition which involves feature extraction and pattern matching is presented in Figure 1.   

 
Figure 1: Framework of the developed system 

 The first step is the acquisition of black face images using conditions such as facial pose, angle and expression. The pre-processing stage was performed using histogram equalization while the extraction of specific features was crried out using PCA as stated in equations (1) to (3). Based on the extracted features, mean Euclidean distance was used for identification of few black faces in real time following equation (4). Figure 2 shows the step by step procedure to achieve the developed system.   

     Figure 2: Developed face recognition model Given a set of N face images (training images) to be tested or recognized, feature extraction is first performed. The eigenface from the training set is calculated and only the M images that correspond to the highest eigenvalues is kept. These M images define the “facespace”. As new faces 
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are encountered, the “eigenfaces” can be updated or re-calculated accordingly. The corresponding distribution in M dimensional weight space for each known individual is calculated by projecting their face images onto the “face space”. Determining whether the image corresponds with face in the database or not by checking the closeness of the image to the face space and the face with most likelihood is identified to be the one representing the face. Euclidean distance was used to test if the face is in the training set or database. If the likelihood is within the stated distance, the face is recognized to be in the training set or in the data-base. The testing of the system was carried out such that real time face images were used to evaluate the perfor-mance with respect to sensitivity and accuracy using, True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) as performance indices. The study was developed in a MATLAB 8.0.0 (R2013a) environment.  Sample of white and black faces for the training ang test-ing of the system is presented in Figure 3(a) and Figure 3(b) respectively. The following metrics are used for analyzing and evaluat-ing the recognition accuracy of the system; i. True Positive (TP) when a trained face is correctly classified with the same face on database,  ii. False positive (FP) when a trained face is wrongly matched with another in the database,  iii. True Negative (TN) when a face that does not ex-ist in the database is not recognized. iv. False Negative (FN) when an untrained face is not identified by the system as existing in the data-base v. The recognition accuracy is obtained by using the equation 5 
ageTotal

TNTPaccuracycognition ImRe   

               Figure 3(a): Sample of white faces from OUR database    

              Figure 3(b): Samples of locally acquiredblack face  
4 RESULT DISCUSSION 

The recognition system is used to detect or reject the identity that a user claims. Figure 4 depicts the inter-face of the MATLAB application and its response after an individual has been verified by the system. Several faces of different persons were trained by the system and subse-quently real time faces of such persons were used to verify the system’s ability to recognize the face-image of the same person taken under various conditions. As seen in Figure 4, description of the system after the face image has been called in for the verification process was shown. The real-time face was used to verify the individual and as seen in the Figure 4.2 the person was granted access because a face whose Euclidean distance falls in range has been detected. However, Figure 5 depicts a face image that was wrongly classified by the system. It is worthy to be noted that the threshold value determines how strong the system is in rejecting false values.  

 Figure 4: Correctly recognized Face  
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  Figure 5: Wrongly recognisedf Face   Summary of the developed system performance evalua-tion is presented in Table 1. Fifty (50) faces each were used for testing the system from the two database. For white face database forty-seven (47) were correctly recognized and three (3) were wrongly recognized. The system was implemeted on locally acquired balck faces and forty-nine (49) faces were correctly recognized while one (1) is wrongly recognized. It was observed that the developed system achieved 94% and 98% recognition accuracy with white face databse and locally acquired black face data-base respectively.  Table 1: Performance Summary of the Developed  System  
Metrics Results  

(Locally Acquired 
Database) 

Results  
(OUR Database) 

Image size (Pixels) 50 × 50 50 × 50 
True Positive (TP) 49 47 
True Negative (TN) 0 0 
False Positive (FP) 1 2 
False Negative (FN) 0 1 
Correctly Recognized 49 47 
Incorrectly Recognized 1 3 
Recognition Accuracy (%) 98 94 

 Some of the existing algorithms adopted by different re-searchers that revealed the year and results obtained are presented in Table 2. The results were compared with the 

developed system result and it can be deduced that the system performed better.   Table 2: Comparison of existing results with developed system result  
S/N Authour Algorithm Used Result Ob-tained 

1. Maha (2005)  2D Discrete Co-sine Transform (2D-DCT) and Principal Com-ponent Analysis (PCA) 

 96.5%. 

2. Jawad, Syed, and Farrukh (2008)  

Neural Networks 81.36% 

3. Surya and Pritee (2012)   
Discrete Cosine Transform and Nearest Neighbor Discriminant Analysis 

  98.5% 

4. Zahraddeen ,  Fatma, Abdul-ganiyu and Mustafa (2016) 

Discrete Cosine Transform  93.4% 

5. Developed Real Time Face Recognition System based on Pattern Matching 

Principal Com-ponent Analysis and Euclidean Distance 

94% (OUR database) 98% (Local database) 

 
5 CONCLUSION 

The results obtained by implementing the the pat-tern matching face recognition system on both white and black faces show that the system is reliable and can be 
adopted at any access control point. The pattern matching face recognition system can also be used to improve secu-rity in term of verification.  
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Abstract—Gender recognition from face image is a research area in the field of pattern recognition that determines gender based on biometric features of the face. Research has shown that the disparity between facial masculinity and femininity can be utilized to im-prove performances of face recognition applications in biometrics, human-computer interaction, and surveillance and computer vi-sion. There is need to develop a gender classification system for human-computer interaction that recognizes the gender of an indi-vidual through the input face image. Hence, this study developed a facial gender recognition system using K-Nearest Neighbour (KNN). Facial images from the FERET database were obtained from the internet. The image database is made up of several images of male and female faces which have been categorized based on gender. These databases contain images of different poses for each indi-
vidual. Local Binary pattern (LBP) was used to extract features of the images and the images were classified using K-Nearest Neighbour algorithm. The system was implemented using Matrix Laboratory 8.1 (MATLAB 2015a). The classification results 
showed that highest accuracy of 92% was achieved. The system could be adopted in classifying face images into male or female 
which is required in security control system or any other related systems. 
Keyword— Feature extraction, Gender, Human Computer interaction, K-Nearest Neighbour algorithm Local Binary pat-tern (LBP) face classification, training and testing 
1 INTRODUCTION  

Gender classification has become an area of exten-sive research due to its increasing application in the exist-ing Human-Computer Interaction (HCI) system such as gender detection, face recognition, body tracking, ethnicity identification, security industry, collecting demographics, and psychology among others (Muhammad, Sheraz and Naveed, 2013). Gender classification aimed at designating an image of a person into one of the categories of male or female. Precise image -based gender classification could have central value in Human-Computer Interaction HCI (Rodrigo, Javier and Mauricio, 2006). Gender classification is also a useful pre-processing step for face recognition since it is possible to have a case of equal amount of both genders, separating both genders before the recognition process can make the process almost twice as fast. The face is the most significant component of the human body that are normally used by humans to recog-nize each other; thus, facial images are the most common biometric characteristics used for human verification and identification. Facial images have gained its importance due to its use in various aspects of life such as in airports, law enforcement applications and security systems. Face detection acts as a pre- processing step for gender classifi-cation that determines the gender of an individual. The detection of regularities and affinities in different parame-ters of a dataset serves as a useful tool for decision making and drawing predictions (Muhammad et al., 2013).  Some works had been done in the field of gender 

determination; some of these works are summarized in this section. Bing et al., (2011) proposed a novel gender classification framework, which utilizes not only facial features but also external information, i.e. hair and cloth-ing. Instead of using the whole face, five facial components such as forehead, eyes, nose, mouth and chin were used, also, a feature extraction method for hair and clothing was designed; these features have seldom been used in previ-ous work because of their large variability. For each type of feature, a single support vector ma-chine classifier was trained with probabilistic output. The outputs of these classifiers are combined using various strategies, namely fuzzy integral, maximal, sum, voting and product rule. The major contributions of this paper were the investigation of the gender discriminative ability of clothing information and using facial components in-stead of the whole face to obtain higher robustness for oc-clusions and noise. Furthermore, hair and clothing infor-mation were exploited to facilitate gender classification. Expermental results showed that the proposed framework improves classification accuracy, even when images con-tain occlusions, noise, and illumination changes were used. Rutuja and Shelke, (2015) presented a novel face de-tection and gender determination strategy in color images under non uniform background which uses features of the lip and the mouth region. This was done by detecting the human skin regions in image given and detecting facial features based on the measurements in pixels. The pro-posed method converted the RGB image into the YCbCr 
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color space to detect the skin regions in the facial image. But in order to detect lips and mouth features, the colour images were converted into gray scale image. Here, feature extraction was carried out by using Principal component analysis (PCA) and Gabor wavelet. The results using a training database of 15 male and 15 female images show an average performance of 88.6% correct gender determi-nation on images from test set. Hadeel and Mohamed, (2013), also presented a technique for gender determination using eye images, the proposed technique consists of several steps cropping the eye area from the image, applying 2D-Wavelet Transform, Gray Level Co-occurrence Matrix and Discrete Cosine Transform feature extraction algorithms. Finally, support vector machine was used for the feature classification. The proposed method obtained accuracy rate of 99.49 % on gender recognition using 2D-Wavelet Transform, accuracy rate of 98.49 % on gender recognition using GLCM and 99.62 % with DCT on Faces94 database. Saatci and Town (2006) experimented with a SVM that was trained with the features extracted by an Active Appearance Model (AAM). They had a two phase classifier. First the expression of the face was classified (categories: happy, sad, angry, neutral, and unrecognized). Then a gender classifier that was specific to the expression was used to recognize gender. This way they aimed to im-prove gender classification rate. However, the gender classification rate was decreased although they were able to improve facial expression classification rates by having separate expression classifiers for both genders. They sug-gested that the reason for the decrease in gender classification task was in the small amount of training im-ages. Anushri, Asif and Bhupesh, (2013) also presented a novel method to gender classification using a new simple feature extraction which extracts geometric features such as distance between eyebrow to eye, eyebrow to nose top, nose top to mouth, eye to mouth, left eye to right eye, width of nose, width of mouth. Viola Jones and Artificial Neural Network algorithms were used for feature extrac-tion. The features set was applied to three different appli-cations: face recognition, facial expressions recognition and gender classification, which produced the reasonable results in all database.  These features provide input to trained neural networks. The neural networks were also used for classification purpose. The networks have been trained to produce value 1 for male and 0 for female. Out-put of these neural networks determined the gender of the person. The results using training database of 100 male and 100 female images shows that SVM has an accuracy of 76.82% while Threshold Adaboost has an accuracy of 75.26%, a combination of LBP and SVM gave an accuracy of 81.45 % while ANN showed the best accuracy of 98.40%. Ramin, Robert, Won-Sook and Daniel, (2015) pre-

sented a complete framework for video-based age and gender classification which performs accurately on em-bedded systems in real-time and under unconstrained conditions. A segmental dimensionality reduction tech-nique using Enhanced Discriminant Analysis (EDA) was used to reduce the memory requirements up to 99.5%. A non-linear Support Vector Machine (SVM) along with a discriminative demographics classification strategy was also exploited to improve both accuracy and performance of the gender classification system.  Research has shown that the disparity between faci-al masculinity and femininity can be utilized to improve performances of face recognition applications in biomet-rics, human-computer interaction, surveillance and com-puter vision. However, in a real-world environment, the challenge is how to deal with the facial image being affect-ed by the variance in factors such as illumination, pose, facial expression, occlusion, background information and noise. This is then also the challenge to the development of a robust face-based gender classification system that has high classification accuracy. Hence, there is need to devel-op a gender determination system using Bayesian classifier to distinguish between male and female. 
2 METHODOLOGY 

The block diagram of the gender recognition system is shown in figure 1. Face images were acquired online from the FERET database and the images were divided into two: training and testing. One hundred images were used for training (50 males and 50 female) and 50 images were used for testing (25 males and 25 female). The fea-tures were extracted using Local Binary Pattern and KNN was used to classify the images into either male or female. 

         Figure 1: Block diagram of the gender recognition system Data Acquisition  
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Facial images used to train and test the system was retrieved from the FERET database. A total of 150 im-ages were used to train and evaluate the performance of the developed system. One hundred images were used for training and fifty images for testing.  Image Preprocessing Image preprocessing helps to enhance the quality of the facial images, to improve its visual appearance and to further convert the image to a form better suited for gender classification. The preprocessing stages that was used for the developed system are image resizing, gray-scale conversion and image enhancement. Image Resizing: This was carried out to confirm uniformity of the facial images to be used; all the images were scaled to a uniform size. The images were resized to 100 × 100 pixels for the developed system. The imresize MATLAB function was used to resize the image. Grayscale Conversion: The images retrieved from the online database were all coloured images. Coloured images increases processing time because of the size, also some relevant features may be hidden from coloured im-ages, hence there is need to convert the coloured images to grayscale. The rgb2gray MATLAB function was used to convert the coloured images to gray images. Image Enhancement: Image enhancement tech-niques help to highlight certain features of interest in an image. Histogram equalization was used for image en-hancement. Histogram equalization is a spatial domain method that produces output image with uniform distri-bution of pixel intensity means that the histogram of the output image is flattened and extended systematically. Histogram equalization usually increases the global con-trast of the processing image. The MATLAB function used was the histeq. Figure 2(a) and (b) shows an input image with the histogram before and after enhancement while Figure 3 and 4 shows the graphical respresentation of the histogram images.   

    a. Input image   b. Enhanced image  Figure 2:  Input image before (a) and after enhancement (b) 

   Figure 3: Histogram before enhancement   

      Figure 4: Histogram after enhancement  Feature Extraction In the feature extraction stage, relevant features needed for recognition was extracted from each face im-age. The feature extraction used was the Local Binary Pat-tern (LBP). LBP was used to extract the texture characteris-tics of the face images. Using the LBP operator, the face image was divided into 3 × 3 and the local binary pattern histograms were computed and concatenated into a single histogram. The texture of the facial regions was encoded by the LBP while the shape of the face is recovered by the concatenation of different local histograms. Classification KNN classifier was used to classify the face images into either male or female. The classification is divided into training stage and testing stage. For the training stage, a KNN model was constructed from the training images and finds relationships between the predictors and targets. The testing stage tests the KNN model on a test sample whose class labels are known but not used for training the model. Figure 5 (a) and (b) shows the training and testing stages. 
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 (a) KNN Training       (b) KNN Testing  Figure 5: Training and testing stages  3 RESULT DISCUSSION 
The results obtained from the KNN classification with a training sample of 100 images and testing sample of 50 images showed a training time of 3.396974 seconds and testing time of 4.162747 seconds. The value of K was varied between 2 to 10 and the result gotten was shown in Table 1. It was observed that the highest accuracy was 92% at K = 9 was obtained. Figure 6 represent correct classification of a female, figure 7 depicts correct classification of a male while figure 8 shows a male misclassified as a female. 

 Table 1: Results of the developed system Where  TP = True Positive   TN = True Negative   FP = False Positive   FN = False Negative   CC = Correctly Classified   IC = Incorrectly Classified 

  ACC = Accuracy  

 Figure 6: Correctly classified Female face  

 Figure 7: Correctly classified male face  

 Figure 8: Incorrectly classified male face classi-fied as female 
4 CONCLUSION 

A gender recognition system to discriminate gender from face images, with an improved accuracy was devel-oped. An accuracy of 92% was achieved from the study 

K TP TN FP FN CC IC ACC 
(%) 

2 20 21 5 4 41 9 82 
3 19 22 6 3 41 9 82 
4 19 22 6 3 41 9 82 
5 19 23 6 2 42 8 84 
6 21 22 4 3 43 7 86 
7 21 24 4 1 45 5 90 
8 20 23 5 2 43 7 86 
9 21 25 4 0 46 4 92 
10 20 24 5 1 44 6 88 
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which shows that the system is reliable and can be used for gender classification in any human computer interac-tion field. This can assist as a security measure and access control unit and hospitals.  REFERENCES 
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Abstract—This paper presents a feasibility study, towards the development of a novel computational intelligent algorithm using the phenomenon of smell. According to literature, de-pending on the olfactory size of an organism (agent) and psy-chological condition, every living organism has a specific ability to perceive smell molecules (olfaction) and intuitively trail these molecules until its source is identified. Using this idea, this paper presents the possibility of developing a novel com-putational Intelligent algorithm called the Smell Agent Optimization (SAO). The idea of the SAO will be based on the evaporation of smell molecules in the form of gas and the perception capability of a smell agent. The mathematical model of the SAO will consist of three modes (Sniffing mode, Tailing mode and Random mode). When developed, the algorithm is expected to compete favorably with already established algorithm like ABC, GA, PSO etc.  
Keyword—Smell Agent Optimization (SAO); Smell Molecules; Sniffing Mode; Trailing Mode; Random Mode. 

2 INTRODUCTION  
Attempt to adopt an acceptable definition of intelli-gence still elicit debates among various disciplines. Dic-tionaries [1], [2] have defined intelligence as the power of under-standing, comprehending and profiting from expe-rience, the power to interpret and having the capability for thought and reason especially to a high degree. The mech-anisms of this intelligence, which are exhibited by all liv-ing sys-tems, share similarities in terms of complexity, or-ganization, and adaptability as a whole. Over the years, experts have understandably sought for means of codify-ing these intel-ligence systems into algorithms dedicated to solving some complex problems in engineering and re-lated disciplines. This triggered the development of a new field of study called computational intelligence (CI) which was popularized by James C. Bezdek about 23 years ago [3]. Perhaps, the first appearance of CI was way back in 1983 when the term international Journal of Computation-al Intelligence (IJCI) was reported to be the title of the Ca-nadian journal by its editors and founders Gordon McCalla and Nick Cercone [5], [6] stated that computa-tional intelligence consists of any science supported ap-proaches and technologies for analyzing, creating, and developing intelligent systems. Intelligent in this case re-fers to the utilization of engineering techniques that have, to one extent or another, been borne out of human reason-ing, adaptation or learning, biological cognitive structures or principles of evolution, natural phys-ical or chemical processes. Many experts have also referred to the term computational intelligence (CI) as the ability of a computer system to learn precisely a specific task, from a given set of data and/or empirical observation [7]. The IEEE Neural Network Council and the IEEE World Congress on Com-putational Intelligence formalized this term in the sum-

mer of 1994 in Orlando, Florida [8]. Till, date, researchers have not come to a conclusive agreement as to a precise definition of computational intelligence [9]. This is because it is difficult to start with anything precise; the precision has to be achieved through a certain process. But, strictly speak-ing, computational intelligence is a set of nature-inspired computational models and approaches capable of addressing real-world problems to which traditional or mathematical model may fail due to any or all of the fol-lowing reasons: 
I. The problem or process may be too complex for mathematical reasoning. II. The problem or process may be dynamic and stochas-tic in nature. III. The solution space of the problem may be too large for mathematical computation. IV. The problem or process may contain some uncer-tainties. 

All these characteristics are exhibited by most real life (non-linear) science, economic, social and engineering problems. These non-linear type problems require several assumptions in order to transform them to their near-linear equivalents for easy computation. However, the outputs of such linear computations usually do not depict entirely the real-life situations. Therefore, agent-based computational intelligent techniques are capable of providing superb and promising alternatives in this sce-nario. In the past decades, researchers have developed various agent-based biological and nature-inspired CI al-gorithms for solving various optimization problems. The foraging behaviors of ant systems were cod-ified into an algorithm in [10]. Algorithms based on the intelligent be-haviour of fish [11], bacterial foraging [12], Firefly [13], 
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swarm particles [14], bee [15], Brownian mo-tion of gas [16], fruit fly [17], shark smell [18] etc. have also been de-veloped. The performance of all these algorithms on suita-ble problems such as in [19], [20], [21], [22], [23] has demonstrated their effectiveness in solving real word problems. It is, however, important to note that, there is no known single nature-inspired optimization method avail-able for solving all optimization problems (which is called the no free lunch theorem). This is because every real word problem can directly or indirectly be formulated as a so-lution using a particular algorithm that mimics a nature or bio-inspired phenomena. For example, the pheromone trail and pattern move-ment of ant system can be said to mimic the lane and edge detection problem in transportation and image processing respectively. Similarly, the path planning and trajectory problem of a robot can be linked to an agent seeking to identify the molecular movement of an object (smell) which evaporates and travels into the olfactory organ (nose) of an agent, where they activate special cells that send a message to the brain for adequate judgment. Thus, this paper seeks to study the feasibility of codifying the intuitive movement of an agent towards smell (odorant) molecule as the agent seeks to identify the source of that smell or odorant. One of the five senses through which the world is perceived is the sense of smell (olfactory). Through the sense of smell, humans and other animals can perceive a large number and varieties of chemicals in the external world [24]. In fact, with a good sense of smell, humans and other agents (especially dogs) can perceive the molecular concentration of smell and intuitively trace or follow this concentration in order to identify its source.  This is possible because the nose has a mechanism that can recognize sensory information within its surroundings and transmit the information to the brain, where it is pro-cessed to simulate internal representation of the external world [25]. These representations help the smell agent to determine the optimized path which constitutes the search or solution space. In this case, the object which radiates the odor molecule is the solution that resides in the search space. Based on this, this paper hopes to provide detail information which enables the development of an optimi-zation algorithm using the path trailing ability of smell agents for solving various degrees of combinatorial opti-mization problems. In virtually all optimization problems, the complexity and structure of the problems increase as the dimension of the problem increase. In such situations, an exhaustive search is not feasible. Thus, a technique ca-pable of operating in a domain of such optimization prob-lems in which a set of possible solution is discrete or can be reduced to discrete with a common goal of finding the best solution is termed combinatorial optimization. Com-binatorial optimization is an indication of optimization problems with an extremely large (combinatorial) increase in the number of possible solutions as the problem size 

increases. 
2 MATERIALS AND METHODS 

In this section, the fundamental theory which support the modeling of the smell agent optimization are provided. When necessary, readers are also referred to relevant litera-tures for further study.  2.1 Phenomenon of Smell (Olfaction) Full Smell is defined as the ability to perceive the odour or scent of something through the nose by means of the olfactory nerves [2]. This are usually, made of chemical compound of different molecules evaporating from a source with a molecular weight of less than 300 Dalton [26]. Detection and discrimination of this chemicals in the en-vironment are critical for the survival of most organ-isms. Virtually, all organisms ranging from the simplest unicellular form to the most advanced multicellular crea-ture possess the capability to detect chemicals in their sur-roundings through a process called chemosensation [27]. Chemosensation relies on the olfactory systems which con-tain a large number of chemoreceptors used by organisms to locate food, mates and avoiding danger. These chemore-ceptors are generally classified into odorant receptors and pheromone receptors which principally detect general odours and pheromones respectively [28]. The chemical compounds which are odour molecules travels into the nasal cavity, where they are detected by the olfactory re-ceptors. At this point, the ol-factory receptor neuron fires and transmits an impulse into the olfactory bulb at the top of the nasal passage. This connects to the olfactory centre in the cerebral cor-tex for odour perception and recognition and to the limbic system which controls the expression of emotion and in-stinctive behaviors. Researchers have estimated about five to six million olfactory receptors in man, each having a specific sensation for a particular ligand (ligand in this case refers to a specific sensation for a particular smell molecule). This enables man to be able to detect over one trillion differ-ent odours [30]. It is however believed that each odorant molecules triggers several olfactory receptors which create a unique combination of neural impulses that is interpreted as a single odour scent. An interesting thing to note is that, despite the olfaction capability of man, agents such as dogs, rabbits etc. have a stronger olfaction capacity. For example, dogs have been said to have over 220 million olfactory receptors which account for their dazzling sense of smell [24]. As an illustration, Fig.1(a) and Fig.1(b) show the biological structures of the olfactory sys-tems in man and dog respectively [24], [31]. The chemosensation process of the agents shown in Fig. 1, and in fact every which has the faculty of olfaction, follows the same process highlighted as follows: I. Evaporation  
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II. Stimulation III. Transduction  IV. Transmission  
V. Interpretation  

                    Figure 1. Olfactory System 
At the evaporation stage, the molecular vibration of an object which has smell capabilities evaporates chemical compound which travels into an agent nasal cavity at a molecular weight of less than 300 Dalton. At the stim-ulation stage, the chemical compound interferes with the nerve endings of the olfactory epithelium which generates a specific stimulating energy for the chemical compound. An electrochemical (chemosensation) nerve impulse is therefore produced by the olfactory receptors through transduction. The electrochemical impulse is then trans-mitted through action potential along different pathways into the brain. The brain then interprets and creates per-ception from the electrochemical event produced by stimu-lation. This action of the brain is what an agent perceives as the smell. From the perspective of chemistry, smell (odor or fra-grance) is generated by one or more chemical compounds generally at a very low concentration that humans or agents can perceive through olfaction [30]. Smell and taste are the chemical sense indicators of every agent as they allow an agent to be aware of the presence of chemical substances in their environments. The ability to detect the-se substances is predicated on the chemical nature of their molecules [28], [32] and the vibration of this molecules. Chemists have over the years identified that atoms in a molecule vibrate at a particular frequency depending on their overall molecular structure. In fact, a single change of atom in the molecular structure can make the smell mole-cules to vibrate at a much higher frequency resulting in variation of smell perception [29]. This accounts for why 

smell molecules of a very close structure and mass differs in terms of perception. For example, the fragrance (smell) of wintergreen which is used predominantly in mints, candies, mouthwashes, and toothpaste has the same mo-lecular structure with vanilla fragrance (smell) which is used to make ice cream and chocolate. The molecular for-mula of the wintergreen is C8H8O3 and the molecular structure is shown in Fig.2 while the molecular formula of vanilla is also C8H8O3 and its molecular structure is as shown in Fig.3 respectively [32].          Figure 2. Molecular Structure of Methyl Salicylate (Win-tergreen) [34]         Figure 3. Molecular Structure of Vanillin (Vanilla) [34] 
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From, Fig.2 and Fig.3, it can be observed that, though both wintergreen and vanilla have the same molecular for-mula and structure, the variation in their fragrance are attribut-ed to the positioning and bonding of the functional group which in this case is an ester and aldehyde respec-tively. Detail characteristics of this functional group are beyond the scope of this paper. However, readers who are interest-ed in this information can refer to [33], [34]. For a smell molecule to be perceptible by an agent, the chemical com-position of the smell has to be lipophilic, small (with a mo-lecular weight of less than 300 Da) and volatile [34]. Of interest in this research is the molecular mass (weight) of the smell particles and because the particles are individ-ually very small (in terms of weight and size), their initial situations and states of motion are not known. Even if this is known, there is an unequal power to the task of follow-ing the subsequent motion of all the individual smell mol-ecules [35]. Thus, the faith of individual smell molecules will not be the focus of the proposed smell agent optimization (SAO) algorithm but, on the collective distribution of properties and motion (diffusion) of these smell molecules. Fig.4 shows a typical random movement of a smell mole-cule. It can be                       Figure 4. Random Movement of smell Molecule  observed from Figure 2 that, point 1 shows the initial posi-tion of the gas molecule. The molecule moves through all the other point until the destination point 12, in a Browni-an form. The path followed by the gas molecule can thus be deduced as in Fig           Figure 5. Smell Molecule Path Illustration 

Trailing the path of the smell molecule shown in Fig.5 is usually the main focus of all smell agents. By this, virtu-ally all organisms are aware of the presence of chemical substances in their environments and ensure their surviv-al. 
3 SMELL AGENT OPTIMIZATION (SAO) 
Every biologically inspired optimization algorithms are usually based on a number of critical modeling parame-ters. These parameters are usually decided through careful obser-vation and understanding of the biological system on which the algorithm is inspired. In order to develop an algorithm which is inspired by the phenomenon of smell, the Brownian movement of the smell molecules towards the agent, the training movement of the agent towards the molecule should be considered. Thus, the following mode for the algorithm can be modeled.  a. The gaseous molecules of smell evaporate in the di-rection of the Smell Agent (SA). This is termed the sniffing mode. b. The SA trailing the part of the gaseous molecules smell and eventually identify it source. This is termed the trailing mode. c. In a situation where the agent loss its trail during the search, a position is selected randomly and the agent move towards this position hoping to sniff the smell molecule again. This is termed the ran-dom mode. 
3.1 Sniffing Mode In a practical situation, the agent should be able to sniff the smell particles and intuitively follow this particle with the hope of identifying its source. This usually bemuse the agent, due to variation in the temperature and molecular mass of the smell particles, making part trailing a challeng-ing task. While exploring the search space, the concentra-tion of smell molecules may become higher than the cur-rent position of the agent, in this case, the agent moves towards this position. This way, the agent continues to trail the position of all molecule with higher concentration until the molecule with the overall best fitness (smell source) is identified. This behavior of the agent would be model as the sniffing mode in smell agent optimization. The process of SAO is initiated by a randomly generated initial position (population) of smell molecules. The size of the population depends on the total number of molecules of smell evaporating from the smell source. Assuming the smell molecule is denoted as N and the hyperspace where the smell molecule is evaporating is denoted as D, then, the population of the smell molecules will be assigned a position as  

,1 ,2 ,, ,...,t t t t
i N N N DX X X N      (1) 
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where  1,2,..., ,i N t  is the present position of a smell 
molecule. The position vector in eq.1 enables the agent to determine the region with the highest concentration in the search space. For example, consider the coordinate posi-tions given in Fig.6 3. Each cycle in the cell depicts a mole-cule of smell. The number of columns in the figure repre-sents the dimension (D) or solution search space to be ex-plored while the number of rows represents the popula-tion of the smell molecule exploiting the search space. From Fig.6, if N is 3 and the index of the molecule with the highest concentration                                       Figure 6. Smell Position in Hyperspace  is xt3;2, this indicates that the smell molecule with the high-est concentration, in this case, is at the coordinate (3,2) of the entire search space indicated as a circle with green col-or. Since the smell molecule evaporates and travels through the air in the direction of the agent, each molecule can be said to maintain a uniform velocity in the direction of the agent, provided the intensity of the air medium is constant. This movement velocity of the smell molecule is denoted as V . The velocity-vector V is the diffusion vector (which is a displacement of the smell molecule from the smell source/origin). Thus, the position of the smell mole-cules considering the velocity vector will be given as  

1t t t
i i iX X V       (2) 

 Since every smell molecules will their corresponding ve-loc-ities for which they move and update their position in the search space. The preliminary theory of molecules move-ment and the heuristic derivation of the velocity distribution function given by Maxwell in [36] will be used to develop the velocity update model  3.2 Trailing Mode While exploring the search space, the concentration of a smell molecules may become higher than the current posi-tion of the agent, in this case, the agent moves to-

wards this position. This way, the agent continues to trail the position of all molecule with higher concentration until the molecule with the overall best fitness (smell source) is identified. In practical situation, the agent should be able to sniff the smell particles and intuitively follow this parti-cle with the hope of identifying its source. This usually bemuse the agent, due to variation in the temperature and molecular mass of the smell particles, making part trailing a challenging task. Also, every agent has a specific capacity of olfaction, depending on their size of olfactory lobe, psy-chological and physical condition. For example, larger size of olfactory lobe indicates a stronger olfaction which fa-vors exploitation while smaller size of olfactory lobe indi-cates poor olfaction which is an indication of poor explora-tion. Since the proposed SAO is generalized for all agent, the SAO precision and convergence will obviously be in-fluenced by the olfaction capacity of the agent. This behav-ior of the agent would be model as the trailing mode in smell agent optimization. The conceptual framework of the SAO is given in Fig.7. 

Figure 7. Smell Position in Hyperspace  In Fig.7., the agent is represented as a cat and the object evaporating the smell molecule is depicted in the grey cir-cle. The dotted lines (labeled X) denote the direction of the evaporation of the smell molecules while the thick line represents the path with a high concentration of smell (op-timum path). The paths labeled Xfe are all feasible paths (path with lower smell concentration) which if followed could lead the agent to the smell source. However, the agent is usually restricted to follow only the optimum path all through the search process. At every stage in the searching process, the agent takes note of the Xworst position (feasible paths in a generation) and makes use of this in-formation to restrict its movement within the optimum path. This ideology will be modeled in the trailing mode search equation. The path labeled Xinf is an infeasible path, which leads the agent to an infeasible solution. The movement towards this region is avoided by appropriately selecting a suitable value for the SAO control parameters. 
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During the search process, the SAO identifies the region with high concentration of smell by performing the sniff-ing mode which represents the first position of the cat in Fig.7. The agent (cat) updates its position by performing the entire process of SAO and updating (iteratively) its position until the smell source is reached (optimum solu-tion is obtained).  3.3 Random Mode The smell molecules are discrete in nature if these molecules are separated by large distance apart in com-parison with the molecular search dimension, the inten-sity/concentration of the smell molecule varied over time from one point to another. This bewilders the agent, and the agent may subsequently lose the smell, making the trail a challenge. At this point, the agent maybe trapped into local minimal leading to its inability to continue trail-ing. In the natural situation, the agent moves randomly within the smell perception region hoping to perceive the smell molecule again. This behavior of the agent will be model as the random mode in the smell agent optimiza-tion.  4. CONCLUSION  This report has presented a feasibility study towards the development of a novel Smell Agent Optimization (SAO) algorithm using the diffusion process of smell molecules and the trailing behaviours of an agent towards these mol-ecules. The evaporation of smell molecules from the smell source and the Brownian motion of these molecules in the direction of the agent will be developed. Thereafter, the smell per-ception capability of the agent will be deter-mined and the trailing behaviour of the agent towards the smell molecules as the agent seeks to identify the source of the smell will also be developed. In our future work, the SAO algorithm will be developed and its application to various combinatorial optimization problem will also be presented. 
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Abstract— This paper presents an improved Frame Level Redundancy Scrubbing (FLR) algorithm that uses Cyclic Re-dundancy Check (CRC) as an error detection technique for configuration memory scrubbing, is developed as a solution to mitigate Single Event Upset (SEU) through upset detection and correction. Fault injection was performed on FPGA con-figuration memory frames on a different number of modules to emulate SEU. The improved FLR algorithm was implement-ed and system level simulation was carried out using MATLAB. The performance of the improved FLR algorithm was com-pared with that of the existing FLR algorithm using error correction time and energy consumption as metrics. The results of this work showed that the improved FLR algorithm produced 31.6% improvement in error correction time and 61.1% im-provement in energy consumption over the existing FLR algorithm. 
Keyword—FPGA, SRAM, Scrubbing, FLR, SEU, configuration memory, a logic bit(s). 
INTRODUCTION  

SRAM FPGAs are complementary metal oxide semicon-ductor (CMOS) devices with a special characteristic of reconfigurability making them desirable for use in systems with evolving technology [1]. The use of FPGAs has been shown to provide high computational density and efficiency for many computing applications by allowing circuits to be customized to any application of interest. They are attractive to critical applications due to their high performance, power consumption, and reconfiguration capability [2], and can be re-configured in the field, design updates can be performed while the device is still operational. Compared to application specific integrated circuits (ASICs), whose functions cannot be altered after fabrication, SRAM-based FPGAs have the advantage of being reprogrammed and providing a lower cost per device in small quantities, therefore, there is great interest in exploiting these benefits in space and other radia-tion environments [3]. Mapping refers to the configuration of the FPGA device [4]. In SRAM based FPGAs, the mapped circuit is totally controlled by the configuration memory which is composed of SRAM cells [5]. A modern generation FPGA have tens of thousands to millions of system gates, with hundreds of millions of configurations bits, dominating the SRAM cells in the device [6]. While SRAM-based FPGAs offer several advantages for critical based operations, they are sensitive to SEUs. Thus, when a fault changes the state of an SRAM cell, this event is referred as SEU [7]. In other words, SRAM-based FPGAs are more prone to soft errors since a radiation strike in a configu-ration memory has a permanent effect on the functionality of the mapped design [8]. The SRAM-based FPGAs are especial-ly sensitive to SEUs within the configuration memory of the device. The configuration memory defines the operation of the FPGA resources and upsets in the configuration memory can change the operation of the circuit. To ensure proper op-eration SRAM-based FPGA circuit designs must mitigate against any configuration memory SEU which could alter the design [9]. 

The configuration memory of SRAM-based FPGAs is ar-ranged into segments called “configuration frames”, and this represents the largest portion of the memory cells in the de-vice. Some factors that increase the susceptibility to soft errors are the reduction of the transistor size and the lower voltage operations of these SRAM memory cells [1]. Technology scaling leads to an increase in memory den-sity as well as the probability of SEUs and MBUs in adjacent bits due to particle strike. Soft errors (reversible errors) can be generally tolerated in consumer electronics but can have ad-verse effects in mission-critical applications using SRAM-based FPGA [10]. Soft errors in the configuration memory bits of SRAM based FPGAs have a persistent effect and they re-main until the original configuration is rewritten [1]. The presence of high energy protons, heavy ions, and galactic cosmic rays in the space and other radiation environment cause a number of problems for electronics, including FPGAs. This radiation can induce a number of negative effects includ-ing upsets in the internal state of the device and can cause several problems in FPGA-based systems. As mentioned ear-lier, SEUs can corrupt the configuration memory of the device causing the design configured on the device to operate incor-rectly [11]. Configuration memory scrubbing is a technique used to correct or mitigate against errors (SEUs) in SRAM-based FPGA after they are detected by other techniques such as CRC. [12]. SEU mitigation is crucial for systems operating in harsh environments with high levels of cosmic radiation. Energetic particles generate charge as they traverse the semi-conducting materials which get deposited inducing voltage transients to the interconnected nodes. [10].   METHODS AND MATERIAL  In this section, the relevant information needed to implement the proposed algorithms are provided. 
  2.1 Single Event Upset SEU is a form of Single Event Effects (SEE) which are a 
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change of logic states or transients in a device induced by energetic radiation particles from the environment in which the device is operated. A single event upset is the change in state of a digital memory element caused by high energy particles such as protons, neutrons, or heavy ions. If the ioniz-ing particle passes from one node to another, and the charge is greater than the device specific critical charge, (critical charge is defined as the minimum amount of charge to flip the data stored in a memory element [18]), this charge transfer can change the voltage level of critical nodes within the configura-tion memory cell of an FPGA such that the improved voltage level reflects the opposite state of the cell (that is changing a logic ‘‘1’’ to a logic ‘‘0’’ or a logic ‘‘0’’ to a logic ‘‘1’’). The feed-back nature of static latches will preserve this new value and the original value will be lost [3]. A single bit flip can have significant consequences on FPGA functionality and a serious impact on the design itself. For example, a single bit flip in a flip-flop in the Configurable CLB or Lookup Table (LUT) can change a Boolean AND func-tion to a different Boolean function, in other words, any bit-flip in the LUT may cause the logic implemented by it to pro-duce a faulty output as long as it is not corrected. A single bit flip can also change the connections in the FPGA’s routing network. The results of an SEU in an FPGA’s configuration memory can be unpredictable [19]. Figure 1 demonstrates what may happen to the two-input ‘‘AND’’ gate. When upsets occur in the configuration memory, the first configuration upset is a change in the routing configuration data as shown in Figure 2 that disconnects one input from the ‘‘AND’’ gate. The second configuration upset as depicted in Figure 3 is a change in the look-up table content of the ‘‘AND’’ gate and modifies the operation logic function (it no longer performs the ‘‘AND’’ function rather it now performs an “exclusive OR” function). In both cases, upsets in the configuration memory change the behavior of the circuit so that the circuit no longer performs the function intended by the circuit designer.    

 Figure 1: Configuration Memory Used to Specify Logic and Routing [19]  

 Figure 2: Upset in Routing [19]  

Figure 3: Upset in Logic [19]. 
 
2.2 Cyclic Redundancy Check Besides transferring data as quickly as possible, storage systems have to maintain data integrity, assuring correctness of storage data. Algorithms for data integrity becomes an im-portant component of such system. CRC as an error detection mechanism that maintains data integrity and can be used dur-ing readback process on each frame header storing only the check word rather than the entire frame of the configuration data [20, 21]. In the encoding process of an r-bit CRC, after selecting a fixed generator polynomial G(x) having a degree r and M(x) is the message word or data in the configuration memory. Therefore, a multinomial is generated having k-bits of the message word with an appended r-bits redundancy. The fol-lowing steps are executed (Zhang & Ding, 2011): 

A. Generating a multinomial by multiplying n kX   with  M x  to give 
  n kx M x          (1)                                                                                                     
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B. Dividing  n kx M x  by   G x  results in a quotient 
of   Q x  and a remainder of  R x . The degree of  
 R x  must be smaller than the degree of  G x , 

that is r. 
The result of the division yields:        

n kX M x R xQ xG x G x
                                         (2)                                                                                        

where:  
             n kx M x  is the encoded message word 
              R x  is the remainder which is the CRC value. 
              Q x  is the quotient 
Therefore, the encoded message word can be expressed as:         n kX M x G x Q x R x                            (3)        
                                                         The data in the storage device is the dividend and the re-mainder become the result. Every bit in the storage device requires one exclusive-OR (XOR) and one shift operation to the left by the degree of a polynomial minus one bit [22]. 
2.3 Power Consumption  Configuration memory scrubbing comes with power consumed by the scrubber circuitry. This is because power overhead is driven by the scrub or readback rate. Total power consumption is composed of static and dynamic power. Static power is related to the transistor leakage current and dynamic power is related to the switching activity of transistors and its value depends on the rate of switching. The static power con-sumption can be considered negligible and the dynamic pow-er is the main contributor to the total power consumption. The total power consumption (PT) is the sum of the dy-namic power (PD) and Static Power (PS). The total power, static and dynamic power is given equation 4, 5 and 6 respectively [23]:  
 T D SP P P                                                                         (4)                                                                                                           

S CC CCP V I                                                                     (5)                                                                                                              
Where;  

CCV   is the voltage level and CCI  is the leakage current 
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                                                              (6)                                                                                               

Where; n = number of toggling nodes, i = switching activity,         
iC  = load capacitance of the node, f  = clock frequency and 

ccV  = transistor source voltage 
Since all the transistors in an SRAM of an FPGA are turned on independently to the design synthesized into the configurable memory, it is expected that the static power of a design is al-

most constant when compared to the total power consumed of the device. In order to estimate the power overhead of a TMR system implemented in an SRAM-based FPGA, it is assumed that the use of three modules will mainly impact the dynamic power component [23]. 
3 DEVELOPED SCHEMES  
The Methodology adopted in this are as follows: 
A. Replication of the FLR scrubbing algorithm which requires the 

following steps to be carried out: 1.  Generate configuration memory in the MATLAB envi-ronment. 2.  Assign Logic bits to the frame cells representing the mapped designed.         3.  Triplicate the configuration memory to form three modules. 4. Perform fault injection campaign on the three configu-ration memory module to randomly flip bits in the frame cells.         5. Compare logic bits in the same cell position with the same frame address in the three configuration memory module for SEU detection. 6.  Perform bit-level voting for SEU correction. B.  The following steps describe the improved frame level redundancy internal scrubbing algorithm: 1.   Repeat items 1 to 3 of methodology A. 2.  Compute CRC code to be stored in the configuration memory frame header. 3.  Repeat step 4 of methodology A. 4.  Re-compute cyclic redundancy for error detection. 5.  On detection of SEU, voting is performed on the con-figuration frame. C.  Comparison of the results obtained with that of the exist-ing using error correction time and energy consumption as metrics for the purpose of validation. 
 To the best knowledge of the researchers, there is no known single command capable of generating a random binary ar-ray of numbers MATLAB. A command (rand) capable of gen-erating a random distribution of numbers with a mean of ze-ro and deviation of 1 do exist. However, since the FPGA con-figuration memory consists of binary numbers (0 and 1) and based on the numbers of SRAM cells in the FPGA module, this random command was used with a limiting factor to formulate an equation capable of generating the configura-tion memory containing only random binary logic. Therefore, the expression used to generate the configuration memory is written as: 

( )nM                                                                      
(7)                                                     where, 
Mn is the modules array (n= 1, 2 and 3),   is a random num-
ber generator (rand) in the range of 0 and 1,   was imple-
mented as rand in the MATLAB script.   is the FPGA con-
figuration memory module dimension which is an N by D binary matrix.    is a limiting factor whose values ranges from. A higher value of   will lead to a logic matrix with more 1 and a smaller value of   will lead to a logic matrix with more 0. 
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3.1 Fault Injection  With the information about the organization of the con-figuration memory of the FPGA and the specific commands sequence to read and write frames, any bit(s) of the configura-tion memory can be flip thus emulating the effect of SEU when the FPGA is exposed to radiation environment such as space. For the purpose of this research, the fault injected module is made user dependent. The existing FLR continuously attempt to perform bit level voting to scrub against SEU on the configuration memory frame irrespective whether there is an upset or not in the configuration memory thereby causing the SRAM cells to be frequently accessed which increases the dynamic power of the device. However, the improved FLR employs CRC as an error detection scheme against SEU, meaning bit level voting is only performed when an upset is detected. How fast SEUs are mitigated in applications such as space technology is critical because a single bit flip in the sen-sitive bits in the FPGA configuration memory can cause mal-function of the device or cause the device to produce faulty outputs thereby jeopardizing the satellite mission. Thus, CRC is a fast and effective error detection scheme which detects SEU before they are corrected. The time it takes to correct (scrub) these errors affects the energy consumed in the correc-tion process since energy is a function of time.     
4 RESULTS AND DISCUSSIONS  

The developed algorithms were implemented in MATLAB and simulation results obtained are presented in this section. Figure 4, shows the error detection time against the number of frames.  

 Figure 4: Error Detection Time versus Number of Frames for One Module Fault Injection.  Figure 5 shows the graph of error detection time against a number of the frame in a module, the graph was plotted using MATLAB simulation environment from the simulation pa-rameters and results. From Figure 4, it was observed that the time to detect an error (SEU) in the improved FLR was within the range of 7.114 and 7.333 microseconds irrespective of the number of frames in a module. As the number of frames increases from 13, 26, 39, 52, and 65 continuously, so also the number of cells in a frame increases from 42, 84, 126, 168, 210 continuously, 

and the time to detect error is within the range 7.114 and 7.333 microseconds for a module. This is because CRC is executed concurrently on the module frames and a 16-bit CRC executed can sufficiently detect an error in a frame of Virtex-5 FPGA. Therefore, irrespective of the number of frames the detection time is approximately constant. 
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 Figure 5: Error Correction time versus Number of Frames for One Module Fault Injection.  From Figure 5, it can be seen that when the number of cells in a frame and number of frames in a module increases, the time is taken to correct error also increases. This indicates that the time it will take to scrub a module is dependent on the number of injected fault and the size location of the fault injection. Because as the location of the fault injected increas-es, the time to scrub that area size also increases. As it was observed, for a fault injection matrix size of 12,6 24,12 36,18 48,24 60,30 continuously, the error correction time from simu-lated result was 2.444, 2.933, 3.422, 3.911, 5.377 microseconds respectively. Figure 6, shows the bar chart for the energy consumed versus a number of frames in a module which was generated using MATLAB simulation environment.   

 Figure 6: Energy Consumption versus a number of frames for One Module Fault Injection.  Figure 6 is the plot of energy consumed against a number of frames in one module with fault injection. It can be 
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seen from Figure 6 that as the time to scrub increases with increase in the number of frames as well as an increase in the number of error in one module. Likewise, the energy required to scrub the modules increases as the number of frames and injected fault also increases. This indicates that energy is a function of time at constant power. Therefore, the values ob-tained for energy to scrub frames is the product of the error correction time with operating power of the FPGA, where the power is the product of the FPGA operating voltage and cur-rent. It was observed from the plot that as the number of frames in a module increase from 13, 26, 39, the number of faults injected also increases as the energy required to scrub also increases from 24.44, 29.33, 34.22 Nano joules respective-ly.  However, in order to depict real-life scenario, SEU can also occur in any two modules (module 1 and 2, module 1 and 3, module 2 and 3) or in all the three modules (module 1, 2 and 3). Therefore, in this work the FPGA keeps in memory the original configuration of the test module for scenario where the assumption for a good bit-level voting those not hold (that is error will not occur in two or all the modules in the same frame address and at exactly the same cell position in the same scrub cycle), although this scenario is very unlikely to occur considering the enormous configuration logic bit in the FPGA and the stochastic nature of SEU. Generally, it can be concluded that when the fault was injected in only two modules and in three modules for error detection time, error correction time and energy consumption against varying number of frames in a module, the same trend was observed as when a fault is injected in only one module. However, the magnitude of error correction time and energy consumption increases as the number of the module with fault increases from two to three. This is because the total number of injected fault in the FPGA configuration memory increases. Figure 7 shows the comparison of Error Correction time ver-sus Number of frames in a Module for One Module Fault In-jection between Improved FLR and FLR.  

 Figure 7: Comparison of Error Correction time versus Num-ber of frames  In Figure 7, the bar chart shows the error correction time for varying module size with 13, 26, 39, 52, 65, 78, 91, 104, 117 and 130 number of frames. The bars show the comparison between the Improved FLR and the existing FLR. It was ob-

served that when the fault was injected on a module with var-ying number of frames there was a reduction in the time for the Improved FLR scrubbing algorithm to correct the errors as compared to the FLR scrubbing algorithm. For the same num-ber of injected fault, the Improved FLR scrubbing algorithm took 3.422 microseconds to correct the error for a module size with 39 frames (which is the module configuration used by the author in [2]) while the FLR scrubbing algorithm took 5 microseconds. The percentage improvement between Im-proved FLR and FLR is calculated to be 31.6% using the equa-tion below. 
% 100FLR improved FLRimprovement FLR

   
The energy consumption comparison between FLR and Im-proved FLR is shown in Figure 8  

 Figure 8: Comparison of Energy Consumption versus Num-ber of frames in a Module for One Module Fault Injection between Improved FLR and FLR. Figure 8 shows the result of the comparison in terms of energy consumption between Improved FLR and FLR scrub-bing algorithm. It is observed that for a module size of 39 frames there was a reduction in the energy consumed to scrub the module when Improved FLR scrubbing algorithm was used as compared to the FLR. The percentage improvement between Improved FLR and FLR is calculated to be 61.1% using equation (8). Significant improvement was also achieved when another module size was examined as it can be clearly seen in Figure 8.  
CONCLUSIONS 

Frame Level Redundancy is an algorithm developed to scrub the configuration memory of SRAM-based FPGA against SEU when they are deployed in radiation environ-ment with high energy particles such as neutron with energy in the range of Giga electron volts whereby radiation strike flips the logic state in the configuration memory causing a malfunction of the device. How fast this problem is resolved is critical as the process also impacts on the energy consumed.  In other to mitigate the challenge of SEU, an improved FLR scrubbing algorithm has been developed using Cyclic Redun-dancy Check as an error detection technique. This was devel-oped on a MATLAB simulation environment. The result ob-tained shows that when a fault is injected in one configuration memory module with thirty-nine frames, the improved FLR 
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performed better than the FLR in terms of error correction time against SEU and the energy consumption by 31.6% and 61.1% respectively.  ACKNOWLEDGMENTS  
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Abstract—In this paper, we provide a new model for optimizing the parameters of the Forward Consecutive Mean Exci-sion (FCME) algorithm for autonomous threshold estimation in Cogntive Radio (CR). Our new model ensures that the FCME algorithm is made capable of autonomously adjusting it’s parameter values based on the Cuckoo Search Optimiza-tion (CSO) algorithm. The between-class variance function of the Otsu’s algorithm was used as the objective function in the CSO algorithm towards ensuring optimal FCME parameter values. The new optimized FCME algorithm was tested using both simulated and real datasets. The comparative results obtained between the optimized and non-optimized FCME algorithm showed better threshold values been estimated via the optimized than the unoptimized algorithms leading to im-proved detection and false alarm probabilities. 

1 INTRODUCTION 
Cognitive Radios (CRs) are intelligent wireless communi-cation devices capable of acquiring information about their surrounding Radio Frequency (RF) environment so as to dynamically adjust their radio operating parameters to increase communication reliability [1]-[3]. CRs become aware of their spectral environment based on some form of spectrum identification/awareness process, which is an important task in the CR cycle. This process was empha-sized in the first cognitive radio wireless radio regional area network policy under the IEEE 802.22 draft standard, which specifically proposes spectrum sensing (SS) as the main approach for spectrum identification in CR. Spec-trum Sensing (SS) detects the unused frequency spectrum by processing the received signal to decide on the presence or absence of primary user (PU) signals in a certain fre-quency band. SS techniques are examined based on the sensing perfor-mance of the CR using factors such as the sensing reliabil-ity, sensing time and detection probability. Considering these factors, the energy detector (ED) is generally the most popular method for SS in CR because it is simple to develop, quickest to sense, and independent of any prior knowledge of the PU signal waveform [4]-[5]. The ED de-pends on a threshold value to make decision about the presence/absence of PU signals in a given channel [6]. This threshold system is required to adapt to the changing channel conditions, thus warranting the need for the de-velopment of adaptive threshold techniques (ATT). In this regard, the Forward Consecutive Mean Excision (FCME) algorithm stands out as one of the most effective ATTs for threshold estimation in the ED [7] - [11]. It is most useful when the noise statistics is unknown, and essential for set-ting the threshold value. The effectiveness of the FCME algorithm depends on the choice of its parameter values. These parameters are the Initial clean sample set (Q) and the threshold factor (TCME), which both play an important role in estimating the detection threshold [8]. Most previous works on the FCME algorithm adopted a manual tuning method (trial and error approach) for set-ting the algorithm’s parameter values, often leading to the 

poor performance of the algorithm. Furthermore, the pa-rameter values obtained are local values that are specific only to the signal set under consideration. Consequently, these values cannot be considered to be global values, and they are often required to change per varying datasets [11]. This has been mentioned severally in works of Letomakiet alin [7],[8]. They noted that owing to the often local param-eter values of the FCME algorithm, it may be necessary to obtain global parameter values and to develop automatic methods for estimating the parameter values of the algo-rithm for better performance. Thus, in our work, we considered the development of an approach for optimizing the parameter values of the FCME algorithm towards automating and improving its SS per-formance in CR. This ensures that the FCME algorithm becomes capable of self-adjusting it’s parameter values based on the particular input data under consideration. Our work involved the use of the Cuckoo Search Optimi-zation (CSO) algorithm for computing the optimal parame-ter values of the FCME algorithm. It does so without prior knowledge of the spectral condition under consideration. We show in the result section that this enhancement pro-vides more accurate threshold values leading to less false alarm rates and higher detection performance that the un-optimized FCME. The rest of the paper is organized as follows: Section 2 provides the description of the system model, Section 3 provides the methodology used to achieve the work, In Section 4, results obtained are discussed, while Conclusion is provided in Section 5. 
2  THE SYSTEM MODEL 
The spectrum sensing technique (SS) used in this work was based on the Energy Detector (ED) model. It consists of eight 8 basic blocks (see Fig 1) made up of the antenna through which the signal is received, a band pass filter and a possible down converter unit. The sensed signal pro-ceeds to the digitizer unit from the filter unit, where ana-logue to digital conversion (ADC) takes place. It is then passed to the Fast Fourier Transform (FFT) processor where the signal energy is computed. Thereafter, these 
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values are squared and averaged by an averaging function. Then, the output is passed to the threshold estimator to determine the status of the channel. At the output of the ED, a test statistic i.e. the measured signal energy, is subjected to a threshold value, γ, to de-termine if the channel is vacant,H0, or occupied, H1. The H0 hypothesis defines a noise only spectrum, while the H1 hy-pothesis indicates the signal plus noise condition. Statisti-cally, these hypotheses are defined as 
 H0 :y(n) = w(n), n = 1,2,..,V (1) 

H1 : y(n) = x(n) + w(n), n = 1,2,....,V (2) where n is the time sample index, V is the total number of measured sam-ples, x(n) is the transmitted signal, w(n) is the Additive White Gaussian Noise (AWGN) and y(n) is the received signal sample. Essentially, the entire detection process is expected to determine either H0 or H1, which strongly de-pends on the choice of the threshold, γ. Thus, the perfor-mance of the ED is determined by the probability of detec-tion, PD and the false alarm PFA, giving by 
PD = Pr(Y (k) > γ |H1), k = 1,2,.....,V (3)

PFA = Pr(Y (k) > γ |H0), k = 1,2,.....,V (4)
To analyze the performance of the estimated threshold after the optimization process, the values of PD and PFA were computed according to Fawcett [12]. Following Fawcett’s method, different ground truths were generated and this came about by visually identifying the different portions in the displayed spectrum that corresponds to the actual sig-nal, and that which corresponds to the noise. The signal points were labeled as true positives, while the noise sam-

ples were labeled as true negatives. For the real signals, we know the frequencies currently occupied by the licensed user in our local environment. Thus, we labeled the truly noise samples as 0, and the truly signal samples as 1. Fur-thermore, we used the maximum value of the noise sam-ples to be the true threshold. Then, any sample above this threshold value is truly a signal sample, and below the threshold corresponds to the true noise sample. Using this approach, we can say that the ground truth was developed from the true dynamic range of the sample set. Then by relying on the knowledge of the confusion matrix in [12], we computed the probability of detection, PD, using 

 , (5) 
Where TP is the number of truly detected signal samples if 

Y (k) > γ |H1, and P is the total number of actual true signal samples. The probability of false alarm was computed us-ing 

 , (6) 
Where FP denotes the falsely detected signal samples if Y 
(k) > γ |H0, and N is the total number of noise samples. 
3  DESCRIPTION OF THE ALGORITHMS 
A. The FCME Algorithm The FCME algorithm is computationally simple and ef-fective. It calculates the threshold iteratively based on the noise properties. The algorithm will be discussed accord-ing to [10] for estimating a threshold value. 
Initial Preparation: When the noise is assumed to be zero mean, independent, and identically distributed Gaussian noise, i.e., samples then the samples follow a Gaussian distribution, and the FCME algorithm calculates the threshold parameter based on [10] 

 TCME = −ln(PFA,DES)      (7) 
wherePFA,DES is the desired clean sample rejection rate (the target false alarm rate) and N is signal sample length [10]. Energy samples are calculated thereafter. Samples are then rearranged in an ascending order according to their ener-gies. Then, m = 10% of smallest samples are selected to form the initial set Q (called also as a”clean set”). 

Algorithm: The FCME threshold is calculated based on 

[10] 

 Th= TCME ∗Q (8) 
Where Q denotes the mean of m. Samples below the threshold are added to the set Q and new mean and threshold are calculated. This is repeated until there are no more new samples below the threshold. Usually, it takes 3-4 iterations to get the final threshold. In the end, the sam-ples above the threshold are assumed to be signal samples, while samples below the threshold are assumed to be noise samples. 
B. Cuckoo Search Optimization Algorithm The optimization algorithm used to optimize the FCME’s parameter values is the Cuckoo Search Optimization (CSO) 

Fig. 1. The Detection System under Consideration 
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algorithm. The advantage of this algorithm lies in its sim-plicity, ease of implementation, and use of few parameters [13]. Essentially, the CSO concept can be described as fol-lows: each egg in a nest represents a solution; a cuckoo egg represents a new solution. The aim is to use the new and potentially better solutions (cuckoos) to replace not-so-good solutions in the nests. In our adoption of the CSO algorithm, we consider the case for only a single egg, as we desire to determine only a single solution. 
C. Proposed FCME-CSO Scheme This is a combined scheme that seeks to show how the parameter values are optimized before estimating the de-tection threshold. 
Algorithm: Unlike in the FCME algorithm where a single parameter value is estimated according to [10], in our combined FCME-CSO scheme, the CSO algorithm initial-izes the random parameter values, which are fed to the FCME algorithm. The initial threshold values are then es-timated by the FCME algorithm. The initial threshold val-ues are then evaluated by the CSO algorithm using the designed objective function (OF) given in eqn 9. The final optimal FCME parameters are estimated after several itera-tions by the CSO algorithm. Furthermore, these parameter values are fed into the FCME algorithm to estimate the final detection threshold. 
 α(γ) = PS(γ) × PN(γ) × [µS(γ) − µN(γ)]2 (9) 
where, PS(γ) is the probability of a signal sample, PN(γ) is the probability of a noise sample, µS(γ) is the mean of the signal samples, and µN(γ) is the mean of the noise samples. The objective function of eqn 9 enables the FCME and CSO algorithms to estimate the best possible threshold value for the current dataset under consideration. The between-class variance function used according to Otsu in [14] was adopted. It uses linear discriminate analysis to segment an image into two or more classes by selecting a threshold automatically from a grey level histogram. The use of Otsu’s model in optimizing the FCME algorithm marks a novel application in our work. 
4  RESULTS AND DISCUSSION 
In this section, we present the evaluation results for both the FCME and FCME-CSO algorithms. Both simulated and real data sets were used to evaluate both algorithms. The default parameter values used for the FCME algorithm were trained and tested using simulated noise samples under different noise uncertainties levels. This was done to obtain the best possible default parameter values that en-sures the threshold value lies above the noise level. It is shown in Fig.2 that the TCME value of 2.3 and Q value of 10% gave the best threshold value above the noise level with a low false alarm rate. 

 
Fig. 2. The Detection System under Consideration 

The FCME-CSO parameters were trained by varying the parameter values while keeping other parameters con-stant. This was done to determine the values that ensures maximum detection probability and lowest false alarm probability with the least computation time in each case. After training both algorithms, the following parameters were set: n (the population size or number of nests) was set at 5, Pa (probability of abandoning a nest) was set at 0.25, number of iteration was 100 and number of simulations was conducted only once. 
Performance of the unoptimized FCME and optimized FCME-CSO Algorithms 
1) Under Simulated Datasets.: The performance of the 
unoptimized FCME and optimized FCME-CSO algorithm 
were evaluated using different simulated datasets. Or-thogonal Frequency Division Multiplexing (OFDM) sig-
nals and FM signals were simulated based on the method 
of Nee & Prasad [15]. The simulated signals were corrupt-
ed using AWGN based on eqn.2, while the signal strength 
was varied relative to the fixed noise level. The SNR was 
reduced from a high SNR level (SNR = 10dB), to a low 
SNR level of 1dB. For the high SNR condition (SNR = 10 
dB) down until 5dB SNR for the OFDM signals, the result 
showed that both algorithms, FCME and FCME-CSO per-
formed well (all typically producing above 90% detection 
rate, and 0% false alarm rate). However, at a SNR of 3dB 
and 1dB, FCME-CSO produced a 100% detection with a 
false alarm rate of 14.35% and 43.67% respectively. While 
FCME produced PD = 8.8%, PFA = 0%, and PD = 
20%, PFA = 0%. It showed that better results were obtained using the optimized FCME-CSO model than the unopti-mized FCME algorithm. Numerical details of the results are shown in Table 2. While for the simulated FM signal, the results showed that the unoptimized FCME algorithm performed better in terms of the PFA = 0% for all SNR condi-tions. This confirms that the best parameter values (TCME = 2.3, Q = 0.1) were used in training the algorithm consider-ing the simulated AWGN samples. The higher SNR condi-tion of 10dB, 5dB, 3dB and 1dB produced {(PD = 
66.67%,PFA= 0),(PD = 100%,PFA = 42.86%),(PD = 100%,PFA = 
44.08%),(PD = 100%,PFA = 45.78%)} respectively. The nu-
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merical details obtained are provided in Table 3. 2) Under Real Datasets.:Both algorithms were tested us-
ing real input datasets. The performances of both algo-
rithms (FCME and FCME-CSO) were evaluated using the 
real OFDM signals and real FM band (89-95MHz). The 
results showed that both algorithms performed well for 
the real OFDM signal set producing above 90% detection 
rate and less than 10% false alarm rate. However, for the 
real FM signal set, the results showed that the FCME-CSO 
produced (PD = 80%,PFA= 0%) and FCME produced (PD = 
82%,PFA = 47%). The numerical details are provided in Ta-
ble 4. These results showed that optimized FCME-CSO produced a better performance compared to the unopti-
mized FCME, which has a higher false alarm rate as 
shown in the Figs. 3a and 3b. 

TABLE III 
PERFORMANCE ANALYSIS FOR REAL DATASETS  

 Algorithms   PD  PFA  Th(dBm) 
Unoptimized-FCME  80  47  -74.76 
Optimized-FCME 82 0 -74.31 

 

5 CONCLUSION 
This paper has presented an optimized Forward Consecu-tive Mean Excision (FCME) algorithm based on the Cuck-oo Search Optimization (CSO) algorithm. The CSO algo-rithm was innovatively incorporated into the FCME algo-rithm to automatically estimate the FCME algorithm’s pa-rameter values for each unique input dataset. Thus, the fixed and manual tuning approach for determining the FCME’s parameter values has now been fully automated. The new FCME-CSO model was evaluated using both simulated and real datasets. The results obtained shows an improvement in the detection and false alarm probability of the optimized FCME over the unoptimizedversion.The FCME-CSO model has been shown to perform well in very low SNR levels (<3 dB).      

 
(a) Threshold Using Unoptimized FCME algorithm 

 
(b) Threshold Using Optimized FCME algorithm 

Fig. 3. Threshold Estimation using both Unoptimized and Optimized FCME algorithm 
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TABLE I 
PERFORMANCE COMPARISON BETWEEN UNOPTIMIZED FCME AND OPTIMIZED FCME-CSO WITH DIFFERENT NOISE UNCERTAINTY FOR SIMULATED 

OFDM SIGNALS 
Algorithms  SNR = 10dB  SNR = 10dB  SNR = 10dB  SNR = 10dB 

 PFA PD Th(dBm) PFA PD Th(dBm) PFA PD                Th(dBm) PFA PD                    Th(dBm) 
Optimized-FCME 0 98.08 -96.22 0 96.08 -97.19 14.35 100 -98.67 43.67   100 -99.74 

Unoptimized-FCME 0 98.08 -96/93 0 86.3 -96.28 0 8.8 -95.3 0    20 -96.24 
TABLE II 

PERFORMANCE COMPARISON BETWEEN UNOPTIMIZED FCME AND OPTIMIZED FCME-CSO WITH DIFFERENT NOISE UNCERTAINTY FOR SIMULATED 
FM SIGNALS 

Algorithms  SNR = 10dB  SNR = 10dB  SNR = 10dB  SNR = 10dB 
 PFA PD Th(dBm) PFA PD                 Th(dBm) PFA PD                 Th(dBm) PFA PD                    Th(dBm) 

Optimized-FCME 0 66.67 -96.06 42.86 100 -99.86 44.08     100 -98.67 45.78     100 -99.97 
Unoptimized-FCME 0 66.67 -96.58 0  60 -96.8 0  40 -96.57 0  10 -96.78 
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Abstract—There are several wireless sensor network use for environmental monitoring applications. However, most wireless sen-sor network designed for real time environmental monitoring application are application specific and static in nature. Hence, the need for reprogramming of base station for every change in sensor type or the introduction of a new sensor node into the network. More so, since these sensors nodes are deploy by end users in a random region of interest, it is necessary to develop a new plug and play mechanisms with more software modules and more user-friendly interface that is scalable to ease larger area deployment, in-stallation and maintenance. Hence, this paper developed a base station with an auto detection and configuration system for detect-ing new sensor node, faulty nodes, and update user in real time. The developed system is implemented on a mesh topology network and was calibrated using standard Davis vantage pro2 weather station in Ahmadu Bello University Liquefied Natural Gas Envi-ronmental Laboratory and a mean error of 0.12 and root mean square error of 0.14 were obtained. 
Keyword— Auto Detection, Auto Configuration, Base Station, Calibration, Real Time, Sensor Node, Wireless Sensor Network  
1. INTRODUCTION  

 A wireless sensor network (WSN) consist of devices equipped with sensors, radio transceivers, microcontroller that cooperate to form fully connected network of a sensor node [1]. WSN technology has the capability to capture critical high resolution data quickly, process, and transmit for real time monitoring [2].  Most existing WSN real time environmental monitoring systems, are application specific and static in nature [3]. This means that they are programmed to monitor a specif-ic environmental parameter, thereby, requiring repro-gramming of the base station for every change in sensor type or introduction of new sensor nodes into the network which made the system to be user defined.  More so, to enable reliable detection of observed phe-nomena in real-life applications, thousands of nodes are usually installed throughout region of interest [4]. Howev-er, the nodes that are at a large distance from the base sta-tion will have poor quality connections to the base station [5] and these increases transmission power due to frequent retransmission. Hence, a mesh topology network is most suitable due to it scalability, self-configuration, self-healing and flexibility[13].The mesh topology also provides exten-sion of network coverage without increasing transmission power or receive sensitivity, better reliability via route redundancy, easier network configuration and better de-vice battery life due to fewer retransmissions [9]. For suc-cessful application of WSN in environmental monitoring, low cost, easy deployment, and maintenance are substan-tive but the current software technologies for WSNs lack 

the feature of dynamic sensing [6] which makes the system application dependent. In order to increase effectiveness of WSN, sensor sys-tems must increasingly become easily reconfigurable and adjustable to support system evolution and optimization [6]. Since most WSNs are deployed by end users, it is par-amount to design new plug and play mechanisms with more software modules for friendly user interfaces [7] to ease installation and maintenance. These paper introduced an auto detection and configuration module into the WSN. These enables the end user graphical interface to be adapt-able to any sensor type and give real time status of the sensor nodes for easy fault detection which might be due to power outage, communication failure, etc. The contribution of this paper are highlighted as follows: 
 The developed system has an auto detection and configuration system for real time detection of new sensor node, new sensor types and faulty sensor nodes on a friendly user interface. 
 The developed system is scalable as it is imple-mented on a mesh network topology which al-lows sensors node communication beyond the base station range. 
 The developed system is calibrated using stand-ard Davis vantage pro2 weather station and a mean error of 0.12 and root mean square error of 0.14 were obtained. 

2 WIRELESS SENSOR NETWORK DESIGN 
The system developed includes a base station and nine (9) distributed wireless sensor nodes 
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2.1 The Sensor Node Design  In this research, a mesh topology network was imple-mented on Arduino and nRF24L01 transceivers which act-ed as the sensor nodes. A total of nine (9) sensor nodes were designed and used. An Arduino is an open source single-board microcontroller with easy-to use hardware and software components that is widely used due to its flexibility [10].It uses Atmel Atmega328 microcontroller with a clock speed of 16 MHz. Several sensors can be at-tached to a single board as it has 14 digital I/O pins and 6 analogue inputs [8]. The nRF24L01 is a 2.4GHz transceiver for low power wireless application with a data rate up to 2Mbps [11] and cover a distance up to 1.5km.The nRF24L01 also has six (6) transmit/receive hardware pipes and can transmit data on one (1) pipe why synchronously listen using the remaining five (5) pipes, this eases the implemen-tation of mesh topology network [12].The sensor nodes designed is shown in Figure 1.  

 (a) Temperature sensor  (b) Piezo sensor  Figure 1:  Sensor Nodes Hardware Setup 
2.2 The Base Station Design The base station comprised of nRF24L01 and Raspberry Pi Model B as shown if Figure 2. The Raspberry Pi board uses ARM processor CPU with a clock speed of 700 MHz. It has 512MB RAM, SD Card storage, and 8 GPIO port for expansion and varieties of interfacing peripheral such as HDMI port and USB port [8]. In this design, Raspbian op-erating systems was used. The Raspberry pi is connected   to nRF24L01 transceiver which is configured as the Per-sonal Area Network (PAN) coordinator and provide DHCP services to the sensor nodes. More so, an Apache HTTP web server is built on the Raspberry pi to run the web server application for Graph-ical User Display (GUI). The client side web interface was implemented using PHP, CSS, Ajax, JQuery, Flot and HTML. The styling of the web page was done using CSS and HTML, while the interactive user interface and dy-namic display was done using JavaScript. PHP, Ajax and jQuery fed the GUI with real time continuous data from the MySQL database without page refreshing.The nRF24L01 data rate is set to 1Mbps to enable compatibility with other radios like nRF2401A, nRF24E1, nRF2402, etc. The base station node is connected to ABU Electrical and Computer Engineering router with a static public in-ternet protocol address to enable remote monitoring with-in and outside the school premises as shown in Figure 2. More so, mesh code modules, auto detection and configu-ration modules were developed in C++ on the base station node. Figure 3 and Figure 4 shows the detailed block dia-gram and flow chart of the developed system repectively.   

 (a) nRF24L01 and Ethernet  cable 
connected to Raspberry Pi. 

 (b)Raspberry pi connected to ABU 
Network   Router. Figure 2: Base Station Hardware Setup 

 Figure 3: Detailed Block Diagram of the Developed System  

 Figure 4: Flow Chart of Auto Detection and Configuration 
3 EXPERIMENTAL SETUP AND RESULTS 
The experimental setup is carried out in ABU Electrical and Computer Engineering department while the sensor nodes calibration was done in ABU Liquefied Natural Gas Environmental Laboratory.    
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3.1 Developed System Calibration  In order to measure the accuracy of the developed sys-tem with standard device, the developed system node was placed under the same condition with ABU LNG Davis Vantage Pro2 weather station to capture real time tempera-ture data as shown in Figure 5(a). These data were moni-tored and captured on Tuesday 24th December 2017 from 9:00 am to 12:00 pm at an interval of 10 minutes.   

 (a) Developed system and Referenced Weather station outdoor unit. 
 (b) Developed system and Referenced Weather sta-tion indoor unit. Figure 5. Developed System and Reference Weather Sta-tion Monitoring. Raw serial data which has not undergone analogue to digital conversion were extracted from Davis Vantage Pro2 using weather link software installed on the PC connected to the base station through a USB cable as shown in in Fig-ure 5(b).These data were necessary to determine the accu-racy of the developed system as the weather station only display digital value. The captured data graph is shown in Figure 6.  

 Figure 6. Comparison of Reference and the Developed Sensor Node Temperature Data. 
From Figure 6 the digital data readings of the devel-oped system showed a variation from the standard weath-er station between 9:10 am to 9:30am and also from 11:30 am to 11:50am. The variance in raw data readings is mini-mal and the difference is due to the elevation of the weath-er station, protection from direct sunlight, and microcli-mate. In order to evaluate the performance of the devel-oped system, the calibrated performance result was com-pared with the calibrated result of Open Source Hardware Weather Station (OSH-WS) [10] which also used the same Davis vantage pro2 weather station as a referenced calibra-tor. The comparison is as shown in Table 1. Table 1. Performance Evaluation 

  

    From Table 1, the performance evaluation shows a 60% improvement over OSH-WS.More so, further comparison was carried out with Zaria temperature data captured from wunderground website on 27th January 2018 between 10:00am to 3:00pm as shown in Figure 7.  

 Figure 7: Weather Station, Developed System and Wun-derground Temperature Data 
From Figure 7, the temperature data obtained from the weather station and the developed system placed under the same conditions are the same with a little deviation between 12:10pm and 2:50pm. This deviation was due to a tree shadow casted on the developed system outdoor unit between the periods, while the deviation of the tempera-ture data from the wunderground system was due to the location differences. 

3.2 Auto Detection Test Result In order to test the base station auto detection and con-figuration modules, eight wireless sensor nodes were in-troduced into the network. Four (4) sensor nodes were placed at a distance of 1.4km from the base station. The remaining sensor nodes were placed at a distance of 2.5km which is outside the base station network range and the terminal view is as shown in Figure 8. 

 Figure 8. Raspberry pi terminal view of nodes Figure 8 shows Raspberry pi terminal view of auto de-tected nodes. Four (4) nodes (4, 5, 6, and 7) were auto de-tected within the network range. The first time the nodes were introduced into the network the auto detection mod-ules detected and recorded their device ID. The mesh code libraries implemented on the PAN Coordinator route node (7, 8, 9, 10 and 11) through the neighboring node (4, 5, 6, and 7) using shortest path as metric. 
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3.3 Auto Configuration Test Result The auto configuration module automatically configures detected sensor nodes on GUI as shown in Figure 9. 

 
(a) GUI of Eight  active nodes (4,5,6,7,8,9,10,11) 

 
(b) GUI of Four active nodes (11,5,6,7) Figure 9. Auto configuration of actives sensors nodes 

A 60 seconds time slot was assigned to monitor active devices for quick detection of faulty nodes. Once the base station did not receive data from any connected devices and the 60 seconds time slot elapsed, the device is tagged inactive and removed from the UI. This help the users to easily detect failed sensors nodes which might be due to loss of power, connection problem etc. Figure 9(a) shows the GUI of eight (8) active auto detected sensor nodes (4, 5, 6, 7, 8, 9, 10, and 11). In other to test the implemented mesh topology network, two nodes (4, 10) within the base station were removed and after 60 seconds, nodes (8, 9) route to the base station through them were removed automatically as shown in Figure 9(b). 
4 CONCLUSION 

In this paper, a real time universal  scalable  wireless sensor network for environmental monitoring application has been presented. The developed system was calibrated  using standard David Vantage Pro2 weather station and a  mean error of 0.12 and root mean error of 0.14 were obtained.The  developed system has an auto detection and configuration modules which uses a 60 seconds time slot for detecting active devices. This help in  detecting  faulty or failed sensor nodes on  the user friendly interface.   
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Abstract—This paper proposes the development of a novel optimization algorithm called the Pastoralist Optimization Al-gorithm (POA) inspired by the pastoralists herding strategies. The strategies are scouting, camp selection, camping, herd splitting and merging. These strategies were modelled mathematically and used to develop the POA. The performance of the algorithm was evaluated by testing the algorithm on 10 unimodal and multimodal test benchmark functions. This is to measure the algorithm exploitative, explorative, convergence speed as well as the ability to escape being trapped in a local optimum solution. Also, a nonparametric statistical test (Wilcoxon rank sum tests) was carried out to ascertain the statisti-cal significance level of the proposed algorithm results. The experimental results obtained show that the algorithm is very competitive and obtain better results in most cases when compared with some similar existing state-of-the-art nature-inspired metaheuristic optimization algorithms. Also, it is statistical proven tht the results are very significant. 

Keyword— Algorithms; Benchmark test functions; Nature inspired metaheuristic algorithms; Pastoralist Optimization Algorithm  
1 INTRODUCTION  
The rapid growth in technology has brought to the fore the need for faster and more accurate solutions to emerging complex real-world problems. As technology advances and our understanding of real-world Optimization prob-lems (OP) (with their sometimes complex, multi-modal, non-linear and dynamic nature) also improves, it then be-comes imperative to continue to seek for new solutions to these emerging problems in nature. Despite the successes recorded by most developed state-of-the-art meta-heuristic Optimization Algorithm (OA) inspired by different natural phenomenon to solve wide range of emerging real-world OP [1], no single OA can provide the most appropriate solution to all OP. Hence, developing a new OA that could provide better solution to some OP is still an open research problem in this field [2].  Examples of some successful NI-OA’s and their inspi-rations include; Biogeography-based Optimization [3] in-spired by the geographical distribution of biological organ-isms, Artificial Bee Colony [4] inspired by the foraging behavior of bees. Teaching Learning Based Optimization [5] inspired by classroom teaching and learning, Imperial-ist Competitive Algorithm [6] inspired by human socio-political evolution process. Others are; Grasshopper Opti-mization Algorithm [7] inspired by the swarming behav-iors of Grasshoppers, Ant Lion Optimizer [8] inspired by the behavior of ant lion and Lion optimization algorithm [9] inspired by special behaviors of lions. This paper pro-poses the development of a novel NI-OA inspired by pas-toralist herding strategies called Pastoralist Optimization Algorithm (POA). This paper is structured as follows: In Section 1, op-timization and review of related works were presented. In section 2, the proposed POA is presented followed by the experimental results and discussion in Section 3 and final-ly, conclusion and recommendation in Section 4. 

2 PASTORALIST OPTIMIZATION ALGORITHM (POA) 
In this section, the inspiration behind the proposed POA is discussed. This is followed by mathematical modelling of each pastoral herding strategy and the proposed POA.  
2.1 Inspiration Pastoralism is a socio-economic livestock production sys-tem characterized by extensive movement of animals in search of quality pastures and water [10]. Nomadic pasto-ralism among other forms of pastoralism (transhumance, semi-nomadic and sedentary) is a highly sustainable and flexible system that allows the pastoralists to manage live-stock, environment and people efficiently using some highly flexible strategies. These strategies help the nomad-ic pastoralists to survive the unpredictable and potentially hazardous pastoral life [11]. The strategies adopted by the nomadic pastoralist include the following: Scouting [12], Camp Selection and Camping [13], Splitting/Herd Dispersal, [14], Merging and Selection of New Camp, [15]. These strategies make nomadic pastoral-ism a potentially good candidate for the development of an optimization algorithm. In POA, a set of pastoralists were randomly generated to form the initial population of the search space. 25% of pastoralists are selected as scout pastoralists from the initial pastoralist population [12]. The scout pastoralists search for the best location for camping. The camps with a given radius are temporary locations where daily herding to other locations within the search area takes place. The size of the camp also depends on the size of herds and search space. During herding, pastoralist split themselves to minimize risk of getting stuck or better grazing for animals where resources are limited. This is followed by merging where the fitness of each pastoralist is evaluated and the decision for a new camp search is tak-
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en. 
2.2 Proposed POA The nomadic pastoralist strategies described under section 2.1 were modeled mathematically as follows: 
2.2.1 Initialization The first step in developing the POA is to generate the population of pastoralist (nP) randomly because POA is a population-based metaheuristic algorithm. In POA, a solu-tion is called a pastoralist which is represented in the search space as:  

        (1) 
Where, P is the pastoralist and D is the dimension or num-ber of variables of the optimization problem. The second step is to select (25%) of the pastoralist as scout pastoralist (S) represented as;   

                          (2) 
2.2.2  Scouting After selecting the number of scout pastoralist, their loca-tions are initialized randomly within the search space us-ing Equation (3) and followed by evaluation of fitness of each scout. The fitness of scout j is evaluated using Equa-tion (4) followed by sorting and selection of best scout un-til scouting rate is maximum, else, the scouts move into a new location guided by the previous best location using Equation (5). 
 

       (3) 
          (4) 

     (5) 
Where  is a D-dimensional random vector between the lower bound and upper bound of the search space and FF is the fitness function, s’ is the new location of scout j around the best-found location ,  is the energy of scout j over D-dimension ( ),  is the step size of scout j ( ) and  is the scouting constant. The scout location update was modelled using some attributes (energy and walking gait) of the human movement and energy efficiency model pro-posed in [16]. After updating the scouts locations, their finesses are evaluated again using Equation (4). This is followed by sorting and selection of best scout location until maximum scouting rate (α) is reached. Equation (6) is used to prevent the pastoralist from going outside the search space.   , if  

  =         
 (6) 

  , if   
 

 

 
  2.2.3 Camp Selection and Camping 

Selection of the best location for camping  is ob-tained by sorting and selecting the best scout in terms of their fitness after completing the maximum scouting itera-
tion. The kth pastoralist  is initialized at camp C (where 

 = ) using Equation (7).                  (7) 
2.2.4 Herding The fitness of the kth pastoralist is evaluated using Equa-tion (8) during herding. This is followed by sorting and selection of the best pastoralist .            (8)  2.2.5 Splitting Each pastoralist split to different locations within the same camp until splitting rate (β) is maximum using Equation (9) which also follows modification of [16]. 

     (9)  Where  is the kth pastoralist new location, Pbest is the best pastoralist so far,  is a random between 0 to 
r, r is the camp radius,  is the energy of the kth pastoral-
ist over D-dimension ( ) and  is the step size of the kth pastoralist ( ). Thereafter, the fitness of the kth pastoralist is evaluated, using Equation (10) followed by sorting and selection of new best pastoral-ist . For each split, the camp radius is reduced using Equation (11).  ) =              (10)  

                      (11) Where, r’’ is the camp radius of current iteration, and r’ is the camp radius of previous iteration.  
2.2.6 Merging During merging, the best location within the camp is up-dated by comparing the all pastoralist best locations using Equation (12).         , if  <  

  =                                  (12) 
          , otherwise 
 

Where,  is the camp best location (that is the best pastoralist within the camp) at the vth splitting rate, v  [1: 
β]. If all locations within the camp have been exploited, the Global camp best pastoralist  is obtained by sorting 
all and selection of best camp pastoralist.  Where, z:   else, splits again to new loca-tions by repeating the steps in sub-section 2.2.5 and 2.2.6. If all maximum iteration not reached, the scouts’ locations are updated again using Equation (3) followed by the pro-cesses in sections 2.2.2 to 2.2.6 are repeated. The Global 
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best pastoralist is obtained by sorting and selecting the global best pastoralist. The steps involved in POA is summarized in Figure 1. 
 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Proposed POA 
 

3 EXPERIMENTAL RESULTS AND DISCUSSION 
In this section, the experiments that were performed in order to evaluate the performance of the POA are present-ed. Two groups of test functions were selected to bench-mark the proposed algorithm’s performance, they are; Unimodal test functions (F1:F5) and the multimodal test functions (F6:F10). The dimension, range and the global optimum of each function is shown in Table 2 and their respective equations can be found in [17]. Unimodal func-tions have only a single global optimal solution. They are used to evaluate the algorithm exploitative capability, while multimodal test functions are used to evaluate algo-rithms exploration capability and ability to escape from getting stuck in local optima [8]. The algorithm was devel-oped using MATLAB R2017a on a 64bit, 4Gig RAM com-puter.  Table 1: POA parameter settings 

S/N Parameter Value 
nP Number of pastoralist 40 
α  Scout rate 5 
β Split rate 30 
r Camp radius 0.01*(Ub) 

Max-it   Maximun Iteration 1000 
z Number of runs 10 

Table 2: Unimodal and Multi-modal Benchmark functions  
Function ID Function Name Dim Range Global optimum 
F1 Easom 2 [-100, 100] -1 
F2 Schaffer2 2 [-100, 100] 0 
F3 Sphere 5 [-5.12, 5.12] 0 
F4 Sum of differ-ent powers 5 [-1, 1] 0 
F5 Sum Squares 5 [-10, 10] 0 
F6 Ackley 5 [-32.768,32.768] 0 
F7 Beale 2 [-4.5, 4.5] 0 
F8 Bohachevsky 2 [-100, 100] 0 
F9 Cross-in-Tray 2 [-10, 10] -2.06261 
F10 Dejong N.5 2 [-65.536, 65.536] 0.998 

For each function, the best (minimum), worst (maximum) and average values were recorded after 10 runs each of 1000 iterations. Other paramters of the algorithm that were used for the experiments are shown in Table 1. The results obtained were compared with some similar and successful NI metaheuristic optimization algorithms (BBO [3], ABC [4] and ICA [6]). 
3.1 Unimodal Test Functions Results Table 2 shows the result obtained using POA compared to results obtained using BBO, ABC and ICA for unimodal test functions. From Table 3, it can be seen that POA ob-tained the global optimum value for F1 and F2 and the values obtained for F3 and F5 are the closest to the global optimum than those obtained with BBO, ABC and ICA. POA only performs less better than all the other algo-rithms on F4. Also, Figure 2 shows that the algorithm con-verges faster than others except for F1. This result is an indication of POA high exploitation capability guaranteed by the camping strategy of the pastoralist. The results also show that POA is very competitive and can be an alterna-tive when solving problems of similar nature.   Table 3: Unimodal Test Function Results 

Func-tion Perfor-mance POA BBO ABC ICA 
F1 Best -1 -1 - - 

Worst -1 -1 - - 
Average -1 -1 - - 

F2 Best 0 0 0 0 
Worst 0 5.5589e-4 0 0 
Average 0 1.1118e-4 0 0 

F3 Best 1.1094e-106 3.2204e-19 1.2476e-29 1.6191e-53 
Worst 6.2387e-106 6.2858e-18 8.5357e-28 4.7341e-39 
Average 3.7436e-106 2.0781e-18 3.6343e-28 1.0822e-39 

F4 Best 1.6592e-18 0 2.4822e-43 0 
Worst 1.5912e 0 1.7314e 0 

i. Start 
ii. Initialize all POA parameters 

iii. Select scout pastoralist randomly from number of pas-
toralists and initialize scout location using Equation (3) 

iv. Evaluate the fitness of each scout, update scout loca-
tions and normalize scouts’ locations within the search 
space until maximum scouting rate is reached (Equa-
tions (4, 5 and 6). 

v. Select best camping location based and move pastoralist 
and herds to camp using Equation (7). 

vi. Evaluate fitness of pastoralist and determine best pas-
toralist within a camp Pbest using Equations (8). 

vii. Split pastoralist to different locations within camp and 
evaluate fitness of each pastoralist using Equations (9 
and 10). 

viii. Repeat step vii until maximum splitting rate is reached. 
For each split, divide the current camp radius by the 
number of pastoralist using Equation 11. 

ix. Update the best camp pastoralist Cbest using Equation 
(12). 

x. If all regions within the search space have not been ex-
plored (maximum iteration not reached), update scout 
location using Equation (3) repeat steps iv to ix and up-
date the global camp best pastoralist Gcbest. xi. Else, return the global best-found pastoralist Gbest, xii. Stop  
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-17 -40 
Average 4.8783e-18 0 3.5475e-41 0 

F5 Best 1.5201e-102 1.6418e-19 7.5983e-28 6.1524e-48 
Worst 3.5312e-102 4.5778e-16 9.6766e-27 1.7365e-37 
Average 2.6457e-102 9.2557e-17 3.2322e-27 3.4767e-38 
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Figure 2: Convergence plot for Unimodal functions 

 
3.2 Multimodal Test Function Results Table 3 shows the result obtained using POA compared to results obtained using BBO, ABC and ICA for multimodal test functions. From Table 3, it can be seen that POA was able to obtained the global optimum for all the test func-tions. This is an indication of the algorithm high explora-tive ability and local optima avoidance. Also, the fast con-vergence rate of POA as shown in Figure 3 can be attribut-ed to the effective scouting strategy of the pastoralist.   Table 3: Multi-modal Test Functions 

Function Performance POA BBO ABC ICA 
F6 Best -8.8818e-16 

4.3991e-10 4.1108e-11 2.6645e-15 
Worst 2.6645e-15 5.0887e-9 1.0478e-10 6.2172e-15 
Average -1.7764e-16 

2.2748e-9 6.4982e-11 4.7962e-15 
F7 Best 0 4.6577e-8 2.0226e-13 2.7325e-21 

Worst 0 3.3385e-6 1.1265e-11 1.4937e-11 
Average 0 1.1656e-6 1138e-12 3.4945e-12 F8 Best 0 0 - 0 
Worst 0 0.2183 - 0 
Average 0 0.0873 - 0 

F9 Best -2.0626 -2.0626 -2.0626 -2.0626 
Worst -2.0626 -2.0626 -2.0626 -2.0626 
Average -2.0626 -2.0626 -2.0626 -2.0626 

F10 Best 0.998 0.998 0.998 0.998 
Worst 0.998 5.9288 0.998 0.998 
Average 0.998 2.7786 0.998 0.998 

 

 Figure 3: Convergence plot for Multimodal functions 
 3.3 Statistical Test Results Table 4 presents the Wilcoxon rank sum nonparamet-ric statistical test results that show how significant the obtained results are using a 5% (0.05) significance lev-el [8]. The result indicated that there is no evidence (h = 0) to reject the null hypothesis of equal median be-tween the observed and test samples at 5% confidence level. With P-Vlaue of 0.5715, POA’s results for all functions is highly significant (closer to the global op-timum) followed by BBO (0.2577), ICA (0.1828) and ABC (0.0951).   
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Table 4: Wilcoxon Rank Sum Test Results  
ALGORITHM P-Value h 
POA 0.5715 0 
BBO 0.2577 0 
ABC 0.0951 0 
ICA 0.1828 0 

 4 CONCLUSION AND RECOMMENDATION 
A novel nature-inspired metaheuristic optimization algo-rithm that is inspired by the herding strategies of nomadic pastoralist is proposed in this paper. The performance of the algorithm was evaluated by benchmarking it on 10 unimodal and multimodal benchmark test functions. The results show that POA has high exploitation and explora-tion abilities with high convergence speed. When com-pared with other popular nature-inspired optimization algorithms, like BBO, ABC and ICA, the proposed algo-rithm outperforms all of the algorithms in most cases and provides competitive result in all cases. From the results of this study, it can be concluded that for the proposed POA: i. Exploration was guaranteed by scouting with longer step size.  ii. Exploitation was guaranteed by camping with a shorter step size. iii. Local optima avoidance was guaranteed by splitting and merging within the camps. 
For future studies using the proposed algorithm, it is rec-ommended that; i. Several other benchmark functions (unimodal, mul-timodal and composite) should be tested to evaluate the algorithm ability to balance between exploration and exploitation. ii. Compare the results with those obtained from other popular population-based OA like Particle Swarm Optimization (PSO), Genetic Algorithm (GA). iii. Explore and model more nomadic Pastoralist strate-gies to improve the algorithm performance. iv. Apply the algorithm to solve real-world optimization problems. v. Investige other movement strategies like the correlat-ed random walk and levy flight which could improve the algorithm performance.  ACKNOWLEDGMENT This work was supported in part by FUTMINNA under NEEDs Assessement Grant 2017. 
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Abstract—A number of cases have been reported where buildings were burnt down as a result of overheating of electrical household appliance(s) such as electric heater, electric cooker, which eventually led to explosion. Apart from that, the wastage of electrical energy and the damages associated with the manual switching of the household electrical appliances is a great concern which calls for immediate intervention. The above assertion prompts us to embark on developing an automation sys-tem. This paper therefore discusses a Microcontroller-Based Auto-Switch Power Controller (MBASPC) with an in-built tim-er as a better alternative that supercedes the manual switching of the household electrical appliances. It is configured to oper-ate in single mode and dual mode. When in single mode, the OFF time duration is only required after which the device cuts off power supply from the connected appliance. When in dual mode, the ON/OFF time duration and connection modes are set while the device switches after each time duration elapses. Both the switching time and the mode can be reset and changed at any time by using the press buttons. The time duration and connection modes are displayed on the Liquid Crystal Display (LCD) while a 12V, 20A relay is used to switch the connected appliance(s). P1C16F377A Microcontroller is used to carry out the task and it is programmed in C language using Mickro C. The designed MBASPC capacity is 4KVA, specifically to power low load household electrical appliances. The device was tested and performed as expected.  Keyword— Electrical energy, Household electrical appliances, Microcontroller, Time duration, Liquid Crystal Display  
 1. INTRODUCTION  

Electrical energy is rated as one of the greatest leading factors that drives any economy to substantial growth and development (Gbadebo and Chinedu, 2009). (Theophilus, Christoper et al 2016) opined that one importance of power supply is the fact that it has become equally indispensable as food supply. Energy is a necessity for both industrial and economic survival. In Loko’s word (2009), electricity is the driving engine of any economy of the word. Aladejare (2013) posited that apart from serving as a pillar of wealth creation in Nigeria, electricity is also the nucleus of opera-tions and subsequently the engine of growth for all sectors of the economy. Today, electricity plays crucial role in the growth and development of any nation in the world and its continu-ous availability guarantees the country’s growth. This makes it a very important factor in developing the econ-omy and the standard of living of a country (Adeel, Mian et al., 2016) It is quite unfortunate that in most developing coun-tries especially Nigeria, users of electricity are faced with the challenges of optimising electricity usage consequent upon human factors. Some household appliances are sometimes left connected to power supply for a longer period of time than necessary thereby wasting resources. A number of cases have been reported where buildings were burnt down as a result of overheating of electrical household appliance such as electric heater, electric cook-er, boiler, which eventually led to explosion (Emmanuel, Samuel et al, 2016). In the same vein, some sensitive elec-tronics devices like Laptop, smart phone and other valua-ble electronics devices are sometimes left overcharged re-

sulting in early damage of the device(s).  In the light of aforementioned, it is highly important to control the misuse of electrical energy at homes as well as in industries. Hence, the need for automation system. Automation is the technology through which a process or device is controlled with little or without human interven-tion (Groover, 2014) and Rifkin(1995)..This brought about the design and implementation of a Microcontroller-Based Auto-Switch Power Controller (MBASPC) as a better al-ternative device that supercedes the manual switching of the household electrical appliance(s). MBASPC prevents the wastage of electrical energy by ensuring the appliance consumes electrical energy only when required thereby minimizing the cost of electrical power consumption, pro-tecting the appliance(s) and directly or indirectly prevent-ing the electrical fire hazard.  
2. METHODOLOGY 

The design involved hardware module and software module. The hardware module comprises sub-modules such as the power supply unit, microcontroller unit, dis-play unit and switch unit. All these units work together to form a single device. The software module consists of the programming language MickroC used in the design as shown in figure 1. 
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Hardware Module

MicroController
Unit

DisplayUnit
SwitchUnit

PowerSupplyUnit

ControlProgram Software module
 Fig.1: Block diagram of the designed project. 

2.1 Hardware Module 
2.1.1 Power Supply Unit The microcontroller unit and the display unit are powered by a +5V d.c fixed regulated power supply using 7805 while the switch unit is powered  by +12V d.c fixed regulated power supply using 7812. The power supply unit consists of: 220V/12V a.c step down transformer, Full wave bridge rectifier, +5V d.c regulator (7805), +12V d.c regulator (7812) and 2200F Electrolytic capacitor  The 220V a.c mains power supply is stepped down to 12V and the bridge rectifier rectifies the a.c to d.c. Rectifi-cation is necessary for the purpose of converting a.c volt-age to d.c voltage in order to supply power to the other units.  The capacitor is responsible for filtering any ripple coming out of the rectifying stage before it gets to the in-put of the regulator. There are two regulators in the circuit for regulating and maintaining a stable d.c output. The regulators used are the 7805 integrated circuit  which pro-vides +5V regulated  d.c for the microcontroller unit and the display unit, and the 7812 integrated circuit which provides +12V regulated d.c for energizing the relay.  
2.1.2 Microcontroller Unit       This unit consists of the buttons for the configuration of the device, and the PIC16F877A microcontroller which contains a set of instructions required in controlling the device. In modern day technology, electronic circuits in-volving microcontrollers are first simulated using comput-er software, before eventual implementation. A typical simulator application is The Proteus used for this project The microcontroller has all the support chips incorporated inside its single chip and operates on a set of instructions (or the user program) stored in its memory. The microcon-troller fetches the instructions from its program memory one by one, decodes these instructions, and then carries out the required operations. 
 

2.1.3 Display Unit  This unit comprises 2x16 Liquid Crystal Display (LCD) which displays the countdown time and connection mode set by the microcontroller for the device. Liquid-crystal display (LCD) is a flat panel display that uses the light modulating properties of liquid crystals. Liquid crys-tals do not emit light directly.  This module is monochrome and provides a 14-pin connector to the microcontroller 
2.1.4 Switch Unit This unit consists of the relay that is used to control the ON/OFF switch of the device. A 12V, 20A relay is used to achieve this. Relays are remote control electrical switch-es that are controlled by another switch, such as a horn switch or a microcontroller as in a power train control module.  Relay allows a small current flow circuit to con-trol a higher current circuit. Relay can process high power required to directly control an electric motor or other loads. Solid-state relays control power circuits with no moving parts, relays with calibrated operating characteris-tics have multiple operating coils that are used to protect electrical circuits from overload.  In modern electric power systems these functions are performed by digital instru-ments still called protective relays  
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                Fig. 2: Circuit diagram of the MBASPC 
2.2 Software Module         The Microcontroller is nothing without the pro-gramming language. To accomplish any task on a micro-controller, there must be a set of explicit instructions. A collection of such instructions is called a program. The software module involves |the programming language MikroC Pro-for-PIC, simulator (Proteus), and the integra-tion of the microcontroller and program file (Hex File) us-ing programmer. The choice of MickroC, for this project, is born out of the fact that, it is a portable language that re-quires minimal modification when transferring from one processor to another and also convenient for programming microelectronics. 
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2.3 Principle of Operations: The buttons connected to the microcontroller perform various functions. The ON/OFF button is used to switch on and off the MBASPC. The select button is used to move the cursor to hour or minute before the time is been set. The enter button is used to send the selected time to the inte-grated circuit (IC) and start button commences the count-down. MBASPC has an in-built timer which does the countdown. Lastly, reset button is used to reset/restart the MBASPC device. The MBASPC has two terminals, one terminal is connected to the mains power supply while the device to be controlled is connected to the other end of the MBASPC. It is configured to operate in single mode and dual mode. When in single mode, the OFF time duration is only required after which the device cuts off power supply from the connected appliance.  When in dual mode, the ON/OFF time durations and the connection modes are set while the device switches after each time duration elapses. The switching time can be reset at any time using the press buttons while the mode can be changed anytime using the press buttons. The time duration and connection modes are displayed on the Liq-uid Crystal Display while a 12V, 20A relay is used to switch the connected appliance. PIC16F877A Microcon-troller is used to carry out the task and it is programmed in C language using MikroC-Pro-for-PIC 
2.4  Soldering of the Components on the Circuit Board The tools used in soldering are a soldering iron, sol-dering flux and solder. The soldering iron bit is cleansed before and after use. The soldering iron tip is rubbed on a damp sponge after each solder. During soldering, the surfaces were cleansed using soldering flux and the amount of heat was properly con-trolled, too much heat usually results in damage of com-ponents while insufficient heat results in dry joint which prevents the conduction of electricity.  
3 SYSTEM TESTING AND RESULTS 

The designed system was tested in order to ascertain its functionality. The instruments used include but not lim-ited to digital multimeter, continuity tester etc. The various forms of tests that were carried out on the designed system are discussed in the next subsection 
3.1  Out of Circuit Test  This refers to the test carried out on all the compo-nents used in the designed system before they are mount-ed on the board in order to ascertain their working condi-tion. LEDs and resistors on the display module were tested using multimeter.  The power supply unit voltage and cur-rent were measured with multimeter to verify the stabili-zation of the unit. Table 1 shows the output of the voltage and current 
 
 

Table 1: Voltage and Current Output 
Parameters Voltage(Volts) Current(Amps) Input Voltage to the Transformer 220.00AC  

Output Voltage to the Transformer 9.00AC  
Output Voltage/current after Rectification 9.34DC 1.00 
Output Voltage/current after Regulation 5.00DC 0.50 
 3.2  In–circuit Test This test was carried out in order to confirm whether there is short circuit, open circuit, or no continuity in the circuit by using digital multimeter.  Short circuit test: When short circuit occurs, a very high current flows through the circuit which may tend to burn the component as a result of excessive heat that will be generated. When digital multimeter was used, nothing of such occurred.  a. Open circuit test: No current flows in any open cir-cuit. The implication is that there is a fracture or opening in the circuit. We did not experience it when tested with multimeter. b. Continuity test:. The test was carried out on the vari-ous cables to confirm if there is any broken wire, by switching to ohm range the continuity tester. The in-strument also certified the continuity test.    3.3  Testing the implemented device  It is very important to test the designed project to as-certain its functionality. The pin 11 and pin 12 of the mi-crocontroller were fed with the required voltage 0V and 5V respectively while the circuit was observed to see how it worked. It is necessary that a supply voltage of 5V is maintained, otherwise, the voltage regulator is checked. Also, the microcontroller unit was tested using the control program, the display unit and the power supply unit were not left out in testing. The control program and the hard-ware soldering were checked, corrected until the system worked as expected. 
4  PACKAGING 

The device is housed in a plastic casing for proper compacting. The images of the device are shown in Figures 3 (a) and (b) as the internal and back elevation respectively.            Figure 3: Internal Packaging of the circuit board (a) and the front view of the implemented device (b) 

 

(a)       (b) 
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5      MBASPC and the existing Power Controller Systems MBASPC is an improvement on Auto-Switch in TV set and some modern electric kettles which are configured to operate in single mode in which the off time duration is only required after which the Auto-Switch Power control-ler cuts off power supply. However, MBASPC is also con-figured to operate in dual mode in which the ON/OFF time duration is required whereby the MBASPC switches after each time duration elapses. Another aspect that can be compared with the MBASPC is the fixed delay in stabi-lizer to a predetermined time. The delay in MBASPC is not fixed. It is programmed in such a way that the delay can be reset or changed from time to time by the user. Apart from stabilizer, phase control circuit for power control in mi-crowave oven involved repetitively triggering of the Triac at some fixed point. Power controller in the aforemen-tioned systems cannot be compared with the MBASPC device in all ramifications. 
6  CONCLUSION  

Microcontroller-Based Auto-Switch Power Controller with an in-built countdown timer has been designed and constructed to control low load household electrical appli-ance(s) in such a way that it prevents the wastage of elec-trical energy by ensuring the appliance(s) consumes elec-trical energy only when required thereby minimizing the cost of electrical power consumption, protecting the appli-ance(s) and directly or indirectly preventing the electrical fire hazard. It is capable of controlling more than one household electrical appliance provided the total power of the appliance(s) is not more than 4.4kw which is the max-imum power of the device. It has been tested and worked as expected. 
7 RECOMMENDATION   
MBASPC has same off time duration for all connected household electrical appliances. Future work can focus on a design that can have different off time durations for a set of connected appliances.High value components capable of enabling the designed system control very high loads should also be incorporated in order to make the system more functional in its modus operandi. 
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Abstract— The process of developing effective Radar target detection systems depends largely on the improved performance rate of the Constant False Alarm Rate (CFAR) technique deployed within the Radar system. These CFAR techniques typically estimate adaptive threshold values with the aim to maximize the probability of detection while maintaining the desired proba-bility of false alarm. In this paper, we present a modified Otsu based CFAR algorithm that automatically estimates an effective adaptive threshold by processing each data sample within a given reference window for radar target detection. The perfor-mance of the proposed algorithm was evaluated using real-life acquired Radar return signals and the results obtained indicate that our algorithm performs similarly to the optimum (cell averaging) CA CFAR detector in a homogeneous environment, while typically outperforming other CFAR algorithms in similar conditions.  Keyword— Adaptive, CFAR, Detection Probability, False alarm probability, Modified Otsu algorithm, Radar tar-get, Threshold.  1. INTRODUCTION   A Radar system detects the presence or absence of targets by transmitting energy pulses into space [1].The reflected pulses are then processed to determine the target presence or absence of targets within the scanning area [2]. In pro-cessing the received pulses, different algorithms use dif-ferent methods to estimate the noise parameter within the signal, which is used to determine the power threshold also known as the detection threshold [3]. The accuracy of target detectors depends on how accurate the target pro-cessor is able to estimate this noise parameter. Different changing (Adaptive) threshold techniques have been pro-posed to estimate the noise power in order to maximize the probability of detection and to maintain a constant false alarm rate. Some of them include (mean level CFARs) such as CA CFAR processor which adaptively sets the threshold by estimating the mean level in a window of N range cells [4]. The CA-CFAR processor is the optimum CFAR processor that maximizes the probability of detec-tion in a homogeneous background, but it experiences se-rious performance degradation at clutter edges and multi-ple target situations [3]. Some other mean level schemes were developed to alleviate the problems associated with the CA-CFAR like the greatest of CFAR (GO-CFAR) and the smallest of CFAR (SO-CFAR). The GO-CFAR has shown that in regions of clutter power transitions [5], only a minor increase can be expected in the false alarm rate; however the detector is incapable of resolving closely spaced targets. The SO-CFAR detector performs well in resolving two closely spaced targets but experiences per-formance degradation if interfering targets are located in both leading and lagging windows. Furthermore, the SO 

CFAR processor also fails to maintain a constant false alarm rate at clutter edges [6].   Consequently, we consider the development of a new CFAR algorithm based on the Modified Otsu’s algorithm [7]. The modified Otsu CFAR algorithm (MO-CFAR) un-like the mean level CFAR algorithms estimates the noise parameter by computing the specific index equivalent to the noise statistic from a computed between class variance in a window of N range cells. These N range cells sur-rounding the cell under test (CUT) are then used to set the adaptive threshold. The method has been shown to per-form like the CA-CFAR in homogeneous background and experiences a lower false alarm rate than the other men-tioned methods in heterogeneous background.  The rest of the paper is organized as follows: Section 2 provides the basic assumptions description of the system model, Section 3 provides an overview of the methodolo-gy, Section 4 provides and discusses the results obtained, and the conclusion is provided in Section 5.  2. BASIC ASSUMPTIONS AND MODEL DESCRIP-TION 
In the CFAR detection scheme, the outputs from the square law detector device of the Radar system are sent serially into a shift register whose outputs are used by the modi-fied Otsu algorithm to compute the test statistic, z (see Figure 1).In our model, the CFAR processor used by Gan-dhi in [3] has been replaced with the modified Otsu algo-rithm to compute the test statistic. 
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 Figure 1: System model of the proposed MO-CFAR algo-rithm based on Modified Otsu algorithm.  Following Figure 1, a target is declared to be present   if Y (the signal from the cell under test) exceeds the thresh-old z and a target is declared absent  if Y is less than z. The (null hypothesis)  defines a noise only or (target absent) condition, while the (alternate hypothesis)  de-fines the signal plus noise or (target present) condition. Statistically, these hypotheses are defined as  : Y (n) = W(n),     n = 1, 2 ….,V  (1)  :  Y (n) = X (n) + W (n),  n = 1, 2 ….,V (2)  Where W(n) is the additive white Gaussian noise (AWGN), n is the time sample index, v is the number of measured samples, Y (n) is the received signal and X (n) is the trans-mitted signal. In addition, despite being complex valued, we note that the real spectrum component of the noise is used in this case, and not the phase components. The value of V is computed using  V =  ,   (3)  Where T is total sensing period, and  is the sampling fre-quency. The signal’s energy is computed using,  Y (k) = [ , k = 1, 2 ….,V      (4)  Where k is the sampling frequency index, also note that the performance of the detector is evaluated using the probability of detection and the probability of false alarm given as   = P (Y (k) > | ), k = 1, 2 ….,V (5)   = P (Y (k) >  | ), k = 1, 2 ….,V (6)  3. DESCRIPTION OF THE PROPOSED MODIFIED  OTSU BASED CFAR ALGORITHM 
In this section, we describe the modified Otsu algorithm according to [6], which serves as the basis CFAR technique 

for use in our work. Each step of the algorithm including its use as a CFAR technique for Radar purpose is described as follows:  Step 1: Sense the input signal, y (n), n= 1, 2 . . .  V, and com-pute the energy of the signal as Y (k), k =  1, 2, . . . V. Then set of signal samples, Y(k), k = 1, 2, . . . . V, representing a single spectral sweep, S=1 is sufficient to start the algorithm. In applying this step to radar target detection, note that we will only need to sense the input signal within a given slid-ing window of size N and compute the energy for a single sample set, then continue the process until the total sample set V is processed. This modification ensures that a single threshold is not computed for the total sample set as in the case of Onumanyi et al [7], but computed for a single sam-ple. Step 2: Set the number of histogram bins as M = 256. Step 3: Obtain the set of sample counts per bin , i =  1, 2 . . .  M, and the set of bin center values, , i = 1, 2 . . .  M, for the one dimensional data, Y(k), k = 1, 2 . . V, using,   ( , ,) =  (Y (k), M), D = 1    (7)  Where the dimension, D, is now considered as D = 1, and  (•) is a normal histogram function. The syntax for call-ing this histogram algorithm in MATLAB is given as “ [ , ] = hist (Y(k), M)”.  Step 4: Compute the sample probability  for the  bin using  = / ,    i,j = 1, 2. . . . M   (8)  Step 5: Compute the set of sample cumulative probabili-ties,  for the  bin using   =  ,  j = 1, 2 . . . . M  (9)  Step 6: Obtain the sample mean, , for the   bin using   = ,  j = 1, 2 . . . . M  (10)  Step 7: Calculate the total mean, Ɛ using  
Ɛ =      (11)  Step 8: Compute the set of between-class variance , for the    bin using   =[ ( )^2]/ ), j = 1, 2 . . . M    (12)    Step 9: Find the subset of the maximum between-class var-iance  using   = arg max{ }, jϵM  (13)  This step ensures that the algorithm achieves an estimate 
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of the noise floor by searching for the threshold at the maximum between-class variance, by doing this, a form of noise variance estimation is done.  Step 10: Determine the specific index z of the subset with the condition  Z = R if R >= M/2 and   (14A)  Z = E if R < M/2    (14B)  The condition specifies that when the measurement con-tains only noise samples (that is, if R >= M/2) then the algo-rithm returns the upper bound, R, of the subset. However, if otherwise, the algorithm selects the lower bound index, E.   Step 11: Compute the detection threshold Δ using,  Δ =     (15)  Where  is a constant threshold factor. This value was de-fined according to Gandhi [4].   = ( -1)/1+S    (16)  Where s is the signal to noise ratio.   4. RESULTS AND DISCUSSIONS  To evaluate the performance of the CFAR technique, the values of  and  are computed according to Fawcett [8]. We computed the probability of detection  using     = T_P/A_P   (17)  Where T_P is the number of truly detected signal samples and A_P is the total number of actual true signal samples. The probability of false alarm was computed using   = F_P/A_N    (18)  Where F_P denotes the falsely detected signal samples and A_N is the total number of actual noise samples.           

Table 1: Performance analysis of the Modified Otsu (MO-CFAR) algorithm in varying snr condi-tions.  
 Probability of Detection Probability of False alarm 
Noise Only - 0.05 

Signal plus Noise  (2dB snr) 
 0.5  0.05 

Signal  plus Noise  (5dB snr) 
 0.75  0.03 

Signal plus Noise  (10dB snr) 
 0.80  0.04 

                   

 Figure 2: Detection thresholds for MO-CFAR algorithm in noise only condition.  4.1 Performance in the Noise only (target absent) condi-tion  To evaluate the noise only or target absent condition, a spectrum containing only noise was constructed by simu-lating an AWGN (Additive White Gaussian Noise) with zero mean and unit variance. The spectrum was computed for 250 samples using the detector in fig 1. In this condition we are most concerned with the probability of false alarm since a noise only spectrum is not expected to contain any radar target for detection. The figure 2 above is a graph that shows the estimated thresholds in this condition. It was seen in the table 1, that the modified Otsu based CFAR algorithm experienced a false alarm rate of 5% in this con-dition. Note that, in all figures, the red lines signifies the detection thresholds while the blue ones corresponds to the signal amplitudes in decibels within a given time. 
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 Figure 3: Detection thresholds for MO-CFAR algorithm for signal to noise ratio of 2dB.  

 Figure 4: Detection thresholds for MO-CFAR algorithm for signal to noise ratio of 5dB.  

 Figure 5: Detection thresholds for MO-CFAR algorithm for sig-nal to noise ratio of 10dB.   4.2 Performance analysis in signal plus noise back-ground  of varying signal to noise ratio To evaluate the algorithm’s performance under varying signal to noise ratio, we also simulated the condition by computing 250 samples of IID (independent and identical-

ly distributed) RVs (random variables) and varied the sig-nal strength relative to a fixed noise level. The signal to noise ratio was varied from 2dB in figure 3 to 5dB in figure 4 and to 10dB in figure 5. The table 1, shows the detection probabilities, false alarm probabilities and the varying sig-nal to noise ratio conditions. We observed that as the sig-nal to noise ratio improved, there was a gradual improve-ment in the probability of detection as it experienced a detection probability of 50% at 2dB in (figure 3), 75% at 5dB in (figure 4) and 80% at 10dB in (figure 5). The algo-rithm also kept a false alarm rate of less than 6% in the entire varying signal to noise ratio conditions. The perfor-mance degradations at lower signal to noise ratio condi-tions is supported by similar results obtained by Datla in [9],  suggesting that energy detectors often fail to distin-guish signals from noise because of the noise uncertainty effect.        A         B 

 C        D Figure 6: Detection thresholds for MO-CFAR, CA-CFAR, GO-CFAR and SOCFAR in a homogeneous signal plus noise  or (target present) environment for SNR of 10dB  To evaluate the performance of the algorithm relative to other well known CFAR detectors, we simulated the signal plus noise homogeneous condition at a signal to noise ra-tio of 10dB, and computed the detection thresholds and their corresponding detection probabilities and false alarm probabilities. The techniques simulated and compared were, MO-CFAR, CA-CFAR, GO-CFAR and SO-CFAR. It was seen that the MO-CFAR in (figure 6A) had the highest detection probability of 80% with a corresponding false alarm probability of 0.04, exceeding the detection probabil-ities of CA-CFAR (figure 6B) and GO-CFAR (figure 6C) which had a detection probabilities of 60% respectively, with false alarm probabilities of 0.00 while the SO-CFAR (figure 6D) had a detection probability of 40% and a false alarm probability of 0.00 recording the lowest probability of detection.   

 



Proceedings of ICGET 2018 Okonkwo et al. 

114  

Table 2: shows the detection probabilities and false alarm probabilities of the MO-CFAR, CA-CFAR, GO-CFAR and SO-CFAR in a homogeneous   or (target present) envi-ronment.   
 Probability of Detection Probability of False alarm 

MO-CFAR 0.80 0.04 
CA-CFAR 0.60 0.00 
GO-CFAR 0.60 0.00 
SO-CFAR 0.40 0.00 

 5. CONCLUSION.  In this paper, we have presented a modified Otsu based CFAR algorithm for radar target detection and evaluated its performance in noise only and signal plus noise envi-ronment under varying signal to noise ratio conditions. The detection thresholds for the proposed CFAR were computed along with the detection probabilities and false alarm probabilities. Its performance in these environments showed that the modified Otsu based CFAR performance improved as signal to noise ratio increased.  REFERENCES 
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Abstract— The Recursive one-sided hypothesis testing technique (ROHT) is one notable example of an Adaptive threshold es-timation technique (ATT) for energy detection in Cognitive Radio (CR). It is known to compute accurate threshold values based on the proper choice of its parameter values, namely the coefficient of standard deviation and the stopping criteria. However, de-termining the performance limits of the ROHT algorithm with regards to its minimum Signal to Noise Ratio (SNR) level re-mains an unexplored exercise in the literature. Thus, in this paper, a preliminary study of the ROHT algorithm is carried out to examine the effect of varying SNR conditions on the performance limit of the algorithm. The algorithm was evaluated using signals varied from SNR = 10 dB down to 1 dB. It is shown that below the SNR = 3dB margin, the performance of the ROHT may no longer be guaranteed for effective detection performance. Hence the need to improve the performance of the ROHT algo-rithm for use in CR, using adaptive optimization technique. 
Keywords— Adaptive; Cognitive Radio; Energy Detector; Recursive One-sided Hypothesis Testing; Threshold
INTRODUCTION 

A cognitive radio (CR) is a wireless communication radio that intelligently senses its Radio Frequency (RF) environ-ment for the presence/absence of Primary User (PU) sig-nals, and uses the vacant channels for opportunistic com-munication while vacating occupied channels to avoid interference [1], [2]. The concept of CR was first introduced by Joseph Mitola III in 1999 [3], in which he proposed CR for opportunistic communication based on the use of Soft-ware Defined Radios (SDRs). CRs are intended to obtain the best available spectrum for communication through the use of cognitive abilities and re-configurability characteris-tics. In this case, cognitive ability refers to the capacity of the secondary user (SU) to sense radio conditions within its immediate RF environment, while re-configurability infers the ability to adjust its transmission frequency and power, bandwidth and modulation scheme. Typically, CRs acquire spectra information via the use of Spectrum Sensing (SS) techniques. The use of SS is speci-fied in the IEEE 802.22 draft standard for Wireless Regional Area Network (WRAN) [4], [5]. It specifies several meth-ods for SS namely, the Interference Temperature Detection method, the Matched Filter Detection method, the Cy-clostationary Feature Detection method, and the Energy Detection (ED) method. However, the ED is considered the most viable SS technique mainly for its ease of deploy-ment, low computational power, low complexity and its independence of the Primary User (PU) signal waveform [6]. Newer ED designs are required to adapt their respective threshold values in accordance with varying channel con-ditions. This has led to the design of several adaptive threshold estimation techniques (ATT) in the literature [6]–[9] with the Recursive One-Sided Hypothesis Testing (ROHT) algorithm being one of the most viable algorithms 

for use in the ED [10], [11]. The ROHT is known for its simplicity, effectiveness and efficiency [10]–[13]. However, determining the performance limits of the ROHT algo-rithm with regards to its minimum Signal to Noise Ratio (SNR) level remains an unexplored exercise in the litera-ture. This knowledge will enable users to determine par-ticular conditions below which the ROHT’s performance may no longer be guaranteed. Thus, in this paper, we present a preliminary study of the ROHT algorithm to examine the effect of varying SNR lev-els on its performance limits. It is noted that the ROHT has an SNR limit below which its performance may not be guaranteed for use in the ED. The rest of the paper is struc-tured as follows: Section 2 provides a brief overview of ROHT algorithm, exposition of the ROHT model and its process of operation. Section 4 presented the results and discussion, while the Section 5 provides the conclusion that was drawn. 
2. THE SYSTEM MODEL 
The detection system under consideration in this work is represented in Figure 1. Typically, we considered the re-ception of a Radio Frequency (RF) signal emanating in a typical wireless radio environment. These signals are re-ceived at the front end of the energy detection system via an antenna designed to operate within a specified frequen-cy range(s), for example, within the VHF/UHF band to detect TV white spaces. The received continuous wave-forms, y(t), are passed into the energy estimator block where filtering and analogue to digital conversion takes places. To obtain the frequency domain version of the in-put signals, the energy estimator block computes the Dis-crete Fourier Transformation (DFT) of the signal. It then conducts a squaring operation and an averaging function to obtain Y (n). 
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Figure 1: The Energy Detection System 

The energy samples, Y (n), are considered to be the test statistic in this case. These samples are passed into the adaptive threshold estimator block to dynamically com-pute an appropriate threshold value, γ(T); which is a func-tion of a certain sensing period, T. The test statistic, Y (n), is compared to γ, to determine the state of the channel. If the channel is vacant (Y (n),< γ), then H0 is declared implying that the channel contains only noise samples, and if the channel is occupied (Y (n),≥ γ), then H1 is declared imply-ing the presence of signal plus noise in the channel. These hypothesis are generally defined as: 
 H0 : Y (n) = W(n), for n = 1,2,...,N (1) 
 H1 : Y (n) = X(n) + W(n), for n = 1,2,...,N (2) 
Where n denotes the frequency sample index, N is the total number of frequency samples, X(n) represents the trans-mitted PU signal, W(n) is modelled as Additive White Gaussian Noise (AWGN), and Y (n) denotes the energy of the received signal at the output of the energy estimator. 
3. THE ROHT ALGORITHM 
The Recursive One-Sided Hypothesis testing (ROHT) algo-rithm is considered for use in the adaptive threshold block of Figure 1. We describe in this section the process in-volved in the ROHT algorithm. The flow chart of the ROHT threshold computation process is presented in Fig-ure 2 [11]. The algorithm begins by initializing the set of signal com-ponents within the received energy measurements. It is assumed that the received measurement contains more noise components than signal components and thus the purpose of the ROHT is to disprove this hypothesis. The algorithm then proceeds to set the initial decision thresh-old which is given as a function of the standard deviation coefficient, z −value, the standard deviation, and the mean of the energy samples in the ith iteration. Based on the z − value and the initial threshold, the algorithm assumes that a given percentage of the energy samples on the right hand side of the normal Gaussian distribution belongs to the signal components, while considering other samples to the left hand side of the distribution as noise components. The identified signal portions are discarded and the process repeats. The algorithm comes to a halt once the difference in the standard deviation between two consecutive itera-tions is less than a specified random positive value given as β. The estimated threshold, the mean and the standard 

deviation are considered to be the final values for the en-tire frequency band under consideration at a time. The following pseudo code is presented for the ROHT algo-rithm [11]: 

 Figure 2: The ROHT Algorithm [11]  I. Initialize ܵ = ∅, ܵ0 = ∅, ܰ0 = 0 = ݅ ,ܯ 
II. Do 

 ݅ߤ + ݅ߪ ∗ z-value = 1+݅ߣ (1
2) ܵ  {݅ߣ ≤ ݅݊ ݀݊ܽ ݅ܰ ∋ ݅݊⎸ ݅݊} = 1+݅
3) ܰ ݅+1 = ܰ݅ − ܵ݅+1 
4) ܵ  = ܵ ∪ ܵ݅+1 
5) ݅  = ݅ + 1 

III. Until (σi+1 − σi) ≤ β 
4. RESULTS AND DISCUSSION 
In this section, we present results from the training and testing phases of the ROHT algorithm. The algorithm was trained with simulated noise only signals to ascertain the algorithm’s parameter values. In this case, the false alarm rate is of utmost concern to the CR engineer, so we note that the fixed parameter values cannot be changed during the testing phase, which models a real life deployment scenario. After the training phase, the ROHT algorithm was evaluated based on signal plus noise datasets with varying signal-to-noise (SNR) levels. 
4.1. Training with the noise only condition, H0 To determine the false alarm rate and to show how the 
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ROHT algorithm performed in noise only condition, we simulated a sensed spectra containing N = 250 samples of only Additive White Gaussian Noise (AWGN). A represen-tation of this noise only spectra (a single sweep) is shown in Figure 3. The parameters of the ROHT algorithm were iteratively tuned until we arrived at an effective value of z − value = 2.5 and β = 0.5, respectively. The probability of false alarm of PFA = 0.04 achieved for these values were read off the performance curve shown in Figure 4. 
4.2. Performance in the signal plus noise condition, H1 To demonstrate the performance of the ROHT algorithms under different SNR conditions, we simulated an FM sig-nal, and we varied the signal strength relative to a fixed noise level. The SNR was reduced from a high SNR level (SNR = 10dB) to a low SNR level of 1dB. In this work, an SNR of 0dB was not considered because it implies that the signal is totally buried in the noise. It is noted in [12] that sensing below SNR = 0dB is a difficult task for an ED in CR especially when the ED has no knowledge of the noise floor nor the PU’s frequency. The threshold estimated by the ROHT algorithm for each SNR condition is presented in Figure 5 and Figures 7—9, while the  

 
Figure 3: Noise only spectra showing the threshold estimated using the ROHT algorithm 

performance curves for the signal plus noise conditions is shown in Figure 6.    It is shown in Figure 5 that the esti-mated threshold effectively detects the signal samples for the SNR = 10 dB condition, while clearly lying above the noise level. Similar characteristics are shown in Figures 7 - 9 for the SNR = 5 dB, SNR = 3 dB and SNR = 1dB condi-tions, respectively. However, below the SNR = 3dB, par-ticularly at SNR = 1dB, the threshold is shown to miss the very low signal samples,      

 
Figure 4: The probability of false alarm computed for the noise only 

dataset based on a true threshold value of -97 dBm. 

Figure 5: Signal plus noise spectra at SNR = 10dB showing the thresh-
old estimated by the ROHT algorithm 

Figure 6: Performance for the Signal plus Noise dataset for 
(SNR=10dB to 1dB)  nevertheless maintaining a good false alarm rate by ly-ing above the noise level. This preliminary results indicate that the ROHT algorithm estimates effective thresh-old values only until the SNR = 3dB condition, below which the detec-tion performance of the algorithm may no longer be guar-anteed to meet the IEEE 802.22 re-quirement given in [5].     
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Figure 7: Signal plus Noise spectra at SNR = 5 dB showing the thresh-

old estimated by the ROHT algorithm 

 Figure 8: Signal plus Noise Spectra at SNR = 3 dB showing the threshold estimated by the ROHT algorithm 

 Figure 9: Signal plus Noise spectra at SNR = 1dB showing the threshold estimated by the ROHT algorithm 
5. CONCLUSION 
The ROHT algorithm has been presented and evaluated under different SNR conditions ranging from SNR = 10 dB down to SNR = 1 dB. The results obtained indicate that the performance of the ROHT algorithm may not be guaran-teed below the SNR = 3 dB. These results will be valuable in the design of effective adaptive energy detection sys-tems for spectrum sensing in CR. Further research will be carried out to develop automatic and optimized methods for improving the performance of the ROHT algorithm in low SNR conditions. 
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Abstract— Automotive shock absorber fluids (ASAFs) serve in automotive hydraulic-type shock absorbers as damping flu-ids, lubricants, and coolants. Conventional ASAFs are petroleum-derived base oil(s) treated with additives, both of which are scarce, costly, and environmentally non-conforming. In this work, the tribological properties of atili oil, coconut oil, and groundnut oil were investigated on a Four-Ball Wear Tester (in accordance with ASTM D4172−94 method) as alternative basestocks for vehicle ASAFs. The vegetable oils, compared with a commercial petroleum-derived ASAF, showed superior friction reduction, and appreciable wear control. These results showcase these vegetable oils as suitable alternative base-stocks for this application. 
Keyword— Vegetable Oils, Automotive Shock Absorber Fluids, Friction, Wear, Four-ball Wear Tester 

1 INTRODUCTION  
AUTOMOTIVE shock absorber fluids (ASAFs) are includ-ed in cylinders of automotive hydraulic-type shock ab-sorbers to serve as damping fluids, lubricants, and cool-ants. ASAFs are manipulated by the shock absorber mechanisms to convert the energy of the spring, located on the suspension, to absorb heat and dissipate it to the surrounding [1]. Conventional ASAFs are composed of basestocks blended with additives. The basestocks as well as the additives used in formulating these fluids are petro-leum-derived or synthetic. So far, scholarly publications revealed two crop oil-based ASAFs. One including only 37% blown rapeseed oil [2], and the second including monounsaturated fatty acids esterified with 2-alkyl-1-alkanol [3], a petrochemical and oleochemical industrial product [4]. The former still post relatively high environ-mental problem while the latter is expensive, and suscep-table to corrosion and foaming. The prospect and possibil-ities of formulating ASAFs using vegetable oils (VOs), be-cause of their promising physico-chemical properties and response to additives have been reviewed [5], but no work has established their suitability from tribological point of view. While viscosity is a primary parametric requirement for suitable viscous damping in automotive shock absorb-ers, the ASAF is of utmost necessity required to reduce to an acceptable level, mechanical friction between contacting relative moving surfaces of the shock absorber compo-nents (in order to reduce the generation of heat and cou-lomb damping), and to control wear of the same. In this work, the performance of vegetable base oils in controlling mechanical friction, and wear of automotive shock absorb-er components have been investigated on a Four-ball Wear Tester in accordance with ASTM D4172− 94 test method.     

2 MATRIALS AND METHODS  
THE VOs used in this work are atili oil (ATO) (a specie of canarium schiveinfurthii), coconut oil (CNO), and groundnut oil (GNO) purchased from local markets within Nigeria. The benchmark fluid is a petroleum-based com-mercial shock absorber fluid obtained from a market in UK. SKF steel ball bearings of 12.7 mm diameter, 0.1μm C.L.A. surface roughness, 62 HRC Hardness, and chemical composition, 87.21% Fe, 10.2% C, 0.06% Ni, 1.46% Cr, 0.42% Mn, 0.07% S, 0.12% P, and 0.45% Si were obtained from a marketer in Malaysia.  The friction and wear tests were performed on a Four-Ball Wear Tester in accordance to ASTM D4172-94 test method (detail description is in [6]). After each test, the coefficient of friction (CoF) of the tribo-contact was ex-tracted from the machine interface software on the com-puter and reported, while the wear scar diameters (WSDs) and the worn surface morphology were measured using a high resolution scale, (x100) and (x500) respectively, of an optical microscope. Two WSDs, one perpendicular and the other along the striations of each of the three lower balls were measured using the microscope and the average of the six readings recorded as the WSD (mm). The average surface roughness (Ra) of one of the three lower balls in each of the tests was determined using a surface roughness tester (stylus profiler-type). 
3 RESULTS AND DISCUSSION 
THE friction reduction performance of the nominated VOs, and the reference ASAF were expressed based on CoFs reported in Figure 1. The shorter the bar, the lower and more preferable the CoF. It can be seen from the chart (in Figure 1) that all the untreated vegetable oils (ATO, CNO, and GNO) have better friction reduction capacities than the reference fluid (COM), as seen between the tribo-contact of the balls. Among the vegetable oil samples, ATO 
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has the lowest CoF (hence it is the best in-between-the-balls lubricant in terms of friction reduction) followed by (GNO, while CNO has the highest (being worst) CoF. The better performance by the vegetable oils in friction reduc-tion is due to their amphiphilic nature, consisting of a long non-polar hydrocarbon chain (hydrophobic) and a polar head (hydrophylic), giving them strong positive effects on boundary lubrication [4]. The amphiphilic characteristics which is responsible for their high polar nature give them superior “oiliness”, and affinity to metal surfaces com-pared to the petroleum-derived oils [7].             Figure 1: Plot of CoF and WSD of the tribo-contacts lubri-cated with the studied oils 
This polar nature enables VOs absorb tenaciously with thin shearable films on metal surfaces, such that the oil molecules could sufficiently lubricate contacting faces of components designed with very low intervening spaces. The structure of arrangement of vegetable oil molecules in a tribo-contact zone is in such a manner that the highly reactive polar heads of the molecules get attached with strong orienting forces to the metal surface, while the long hydrocarbon ends stick away in a perpendicular array to the said surface [8]. The orientation enables these mole-cules to provide a slippery layer that hinders asperities-asperities contacts, and even when the arrayed layers are sheared off due to rubbing of the surfaces, they are quickly and simply recovered to their original estate by the strong orienting forces.  The behaviour of the CoF with time of the tested oil samples are presented in Figure 2. From the curves, the crop oils showed reducing CoFs with time, implying con-tinuous increase of difficult-to-compress, but shearable films. ATO leads in this performance, followed by GNO. CNO is barely better than the COM in this performance. These abilities to produce stable and difficult-to-compress, but shearable thin-film attachments on interfaces of boundary lubricated tribopairs showed by the crop oils could give them recommendation as suitable ASAFs. Sec-ondly, high reduction of friction between the relative mov-ing contacting surfaces by these natural oils implies re-duced heat generation owing to mechanical friction, com-pared to internal friction forces in the fluid. In such a situa-tion, the metal elements may even extract heat generated by the fluid. This will contribute immensely to elongating the service life duration of the bio-based oils, and invaria-bly the lubricated system, especially in non-refillable au-tomotive shock absorbers where the life of the fluid is to a large extend the service-life of the unit. A well reduced mechanical friction in automotive shock absorbers also 

implies smoother ride quality. The superior performance of ATO in friction moderation connotes that the hydrogen-bonded polar matrix produced by the oil possesses superi-or resilience, and could much easily and quickly get re-stored unto the interfaces of the balls after being sheared by the load applied, compared to those of GNO and CNO. It is also traceable to the high stearic and palmitic content in its saturated fatty acids, and its long polar chains; the components reported to be very effective in friction reduc-tion [4]. On the other hand, the high level of lauric and palmitic acid, and low unsaturated acids in CNO, coupled with its short chains can be the reasons for its poor friction modification ability. GNO, due to its moderate level of stearic and palmatic acids, and probably longer chain than those of CNO, but lower in both than ATO, occupied a mid-way performance in friction reduction.               Figure 2. Variation of CoF of studied oils with time 
Although the VOs have shown superiority over the commercial oil in lubricity, their capacity for retention of this property for a sufficient part of their service life in the desired application cannot be guaranteed. This is majorly due to the tribo-chemical transformation that do take place in them under severe service conditions, when tempera-ture, metal surface, shear stress, pressure and service envi-ronment become applicable at the same time [4], and ele-vate the surface energy at the tribo-contacts. The rise in surface energy normally results in the desorption of the friction moderating molecules or films from the contacting faces of the tribocouple. If this occurs in an automotive shock absorber in service, it can give rise to asperities-asperities contacts at the cylinder-piston, rod-oil seal, and rod-rod guide interfaces, resulting in speedy increase of mechanical friction load. This friction can contribute to damping through coulomb effect, but to several disad-vantages, including wear, poor ride quality, locking up of the suspension unit at small piston loads, and high heat generation which can cause thermo-oxidation of the fluid and even energy losses. Ideally, with crop oils as ASAFs, zero or negligible level of mechanical friction is desired, in order to reduce heat generation that can breakdown the oil, resulting in arbitrary change of the shock absorber’s designed damping parameters. This can be achieved through blending of the oil with the appropriate and po-tent boundary lubrication additives. Therefore, any of the tested VOs will need to be formulated with boundary lu-brication additive(s), to meet the service duration required of ASAFs. The curve in Figure 1 represents the average WSDs of the 
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worn surfaces of the balls after the wear tests, using the studied oils as lubricants. It can be seen from the curve that ATO have the highest wear rate, followed by GNO, and then CNO. COM recorded an exceptionally low WSD, representing a good fortification against wear which may be due to the presence of antiwear additive(s). These re-sults supported the argument of [9] which characterized the performance of boundary lubricating oils by surface phenomenon, including their chemical and physical ab-sorbed layers and film formation on the substrates through chemical reaction. ATO and GNO might have produced weaker film bonding on the rubbing surface which were easily washed out under series of rubbing cycles and in-creased surface energy as temperature increased. There is a reversal in the order of performance by the studied oils in terms of wear rate, when placed against their friction reduction. In general, the crop oils though recorded better friction reduction than the mineral oil, manifestly produced higher wear in the test. The scenario in this study confirmed the concept that crop oils could bring down significantly friction coefficient at metal-to-metal contact zones, however this may not necessarily im-ply that they would lower the rate of wear in the same manner. This is because the reduction of friction is effected by coating of contacting faces with slippery layers, while reduction of wear is by formation of tough coatings on the surfaces [7], which most crop oils may not be able to suffi-ciently generate. One other reason friction reduction abil-ity of VOs does not guaranty their equivalent reduction in wear rate is that the two functions are dependent on their respective molecular structure. ATO, probably by forming superior slippery coating at the contact zones of the balls, reduced friction forces beyond GNO, and the later beyond CNO, but the toughness of their absorbed film could not resist wear activities as did CNO. As observed with most native base oils [10], the fatty acids of these three VOs may have an enhanced reaction level, such that they react with the metallic soap layer formed during their tribo-interactions with the metal ball faces, and chemically convert the soaps to form lower shear-resistant compounds. While the resulting com-pounds should be slippery layers which reduced friction forces, they however, turn to expose the boundary lubri-cated faces of the balls to aggravate wear, being easily re-movable from the boundary lubrication zone. This behav-iour is worst with ATO, followed by GNO, before CNO, as revealed in this particular test (Figure 1).  Next on the list of reasons behind the poor wear pro-tection of the VOs is that the polar functionality in the tri-acylglycerol molecules have weaker surface absorption energy, hence they are easily washed off the tribo-contact zones of the balls as load and heat tower [7]. This allows direct rubbing of asperities to asperities, resulting in in-creased wear. The trend of this weakness of the surface absorption energy goes downward from CNO to GNO, then to ATO. Relatively, the lower unsaturated fatty acids and polarity in CNO reduce its actions against metallic films, while its dominant saturated fatty acids generate intermolecular bonding which adhere strongly to metal surfaces, giving rise to the formation of compact, thicker and shear-resistant polymeric matrix layers on the surfaces that reduce the wear rate. From Figures 1, the wide varia-

tions of CoFs and WSDs of the studied oils are sufficient to discriminate between the oil samples. This justified the selected test conditions.   The morphologies of the worn ball surfaces under the boundary lubrication of the test oils, captured using an optical microscope (X500) are shown in Figure 3. A close observation of the captured worn surfaces of the balls lu-bricated by the three crop base oils (Figure 3(a), (b), and (c)) showed severe wear than by the reference commercial fluid (Figure 3(d)). It can be seen in Figure 3(a) that the wear on the surfaces of ATO-lubricated balls is quite se-vere. This is evidenced by noticeable slight overspreading of metal layers, plowed surfaces, and deep grooves that are even so broad in some parts. The overspreading of metal layers is traceable to plastic deformation at the tips of as-perities caused by rubbing of surfaces due to insufficient boundary lubricant at the contact zone. Secondly, high de-ficiency of oil film at the loaded interficial zones could cause bonding of asperity tips which result in shear within the material, as the bonded section become work hardened and very strong. The sheared material is transferred to the opposite surface giving rise to overspreading of metal at the surface. The plowed surface showed that sizeable par-ticles have been removed from the surface. This must have occurred because of loss of oil film at the contact zones which allowed high build up of stresses there, resulting in local mechanical failure in which particles could coagulate and detach away as a single entity. This happens when environmental condition within the tribo-system reduces the surface energy to a level below the elastic energy at the contact areas, resulting in adhesive wear, which could be enhanced by cavitation and corrosion activities, and fa-tigue wear occasioned by repeated encounter of asperities. The implication of deep and furrows on the surfaces of the ATO-lubricated balls is that, apart from the insufficient surface protection by the oils, resulting in removal of parti-cles at the interficial zone owing to adhesive wear, the ini-tially removed particles became very aggressive abrasive substances which created deep grooves on the worn sur-faces. The reality of the wear mechanisms being adhesive (since the oil and the ball cup were initially free of any par-ticles), followed by abrasion, made manifest by the pres-ence of pronounced serially linear grooves, flowing in the direction of rubbing of the rotating ball against the station-ary ones. The deeper and broader grooves or higher peaks of the ridges in some part of the surfaces suggest clearly that some of the detached materials or debris which con-tributed in plowing the surfaces were of significantly large sizes. The surfaces of the balls lubricated by CNO and GNO (Figure 3(b) and 3(c) respectively) have similar na-ture with that of the ATO lubricated ball. The variation is that CNO produced smoother and less deep furrows than GNO while the latter produced similar dept but smoother furrows than those of ATO. These indicate that CNO formed relative better surface protection film matrix, fol-lowed by GNO, then ATO. The surface of the ball lubricat-ed by the commercial oil (Figure 3(d)) have quite shallow, few, and smoother grooves when compared to any of the VOs, attestating to a higher level of surface protection. From the stand point of wear protection, the three VOs will require the support of antiwear additive(s), to serve as ASAFs. 
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             Figure 3. Morphology of the worn ball surfaces lubricated by the studied oils: (a) ATO; (b) CNO; (c) GNO; (d) COM. Average surface roughness (Ra), averagely quantifies how the real worn surface at the end of the tribo-encounter has vertically deviated from the ideal surface before the encounter, hence, can be a suitable parameter for compar-ing lubricant performance. Table 1 shows the Ra values of one out of the three lower balls in the various tests per-formed using each of the studied oils.   
Table 1: Worn ball Ra from each tested studied oil 

 Oil Sample Ave. surface roughness, Ra (μm) 1 ATO 0.287 2 CNO 0.032 3 GNO 0.382 4 COM 0.034 Among the vegetable oils, GNO shows the highest Ra, fol-lowed by ATO, and then CNO (Table 1), confirming in part the high degree of wear reported in Figure 1. This means that though the oil films of untreated ATO broke down easier than that of GNO, resulting in higher wear, smaller particle sizes were removed from the balls contact surfaces in ATO than in GNO. This can be deduced from the Ra values (Table 1) and the sizes of the grooves in the mor-phology in Figure 3(a) and (c). Oil films of CNO last long-est and permitted removal of the smallest particle sizes among the base oils, as depicted by the Ra value in Table 1. One can deduce that the fatty acid chemistry of CNO, in collaboration with friction generated heat softens the re-moved particle, such that high contact pressures at the initially worn surfaces deformed them (particles) to the extent that their abrasive effects are minimized. The sof-tening influence is lower with ATO. In GNO there appears to be heat-transformation hardening of the initial worn off particles resulting in creating deep grooves on the wearing surfaces of the balls by abrasive mechanism. COM, despite higher CoF than the VOs, still showed lower Ra. This indi-cates that Ra is more of the function of wear mechanism than of friction forces. The better wear prevention by the COM gives the lowest Ra. The Ra values of the VOs mean that they need to be treated with wear protection additives to meet the performance of the benchmark oil. 
CONCLUSION 
THIS work has demonstrated that Atili oil (ATO), coconut oil (CNO), and groundnut oil (GNO) have superior friction reduction capabilities compared to a commercial petrole-

um-based automotive shock absorber fluid (COM). This is purportedly due to the amphiphilic characteristics (owing to high polar nature) of the VOs which give them superior “oiliness”, and affinity to metal surfaces compared to the petroleum-derived oil. However, they have lower wear prevention abilities and created higher average surface roughness (Ra) compared to the commercial fluid. The VOs will require antiwear additive(s) to meet the perfor-mance of the commercial oil. With their (VOs) lower CoFs, they can appreciably reduce coulomb damping in automo-tive shock absorbers, especially when they are treated with friction modifier(s), giving room to dominantly viscous damping; thereby offering better ride quality, and lower heat generation.  
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Abstract—This paper reports the depression of the pour point of coconut oil through binary mixture with castor oil, for lubricant in IC engines. The PP of the lead oil is reduced from 18°C to 12°C and further to 3°C by blending with 50%wt castor oil and treating the mixture with 8%wt of a Malaysian synthesized pour point depressant respectively. The pour point, studied using a pour point tester (ASTM D97-12 method), of the formulation presents it serviceable in the tropics as IC engine oil. The viscosity, and viscosity index, of the blended basestock are comparable to SAE 10W-30 oil.  
Keyword—Binary mixture; castor oil; coconut oil; pour point; pour point depressants; IC engine oil  

1 INTRODUCTION  
CURRENT advances in engine oils requirements to meet; governmental emission regulations, fuel economy demands, and modern days improved engine tolerances [1] require better basestocks for formulation of engine oils. Vegetable oils (VOs) could be these better basestocks, be-cause of their strong adherence to metal surfaces and thin-film formation, capable of lubricating very small interven-ing spaces. Moreover, morden trends in pursuit of energy independent and sustainable development identify vege-table oils as best options to sparse distributed, fast deplet-ing petroleum deposit, and eco-impacting petroleum oils. vegetable oils as regenerative and cost-effective resources, non-toxic and excellent biodegradable compounds, couple to their attractive lubricant properties such as high viscos-ity indices, high flash points, excellent lubricity [2], good miscibility among others are desirable basestocks for ma-chinery lubricating oils. However, vegetable oils are ob-served to be short of crankcase oil requirements, majorly due to insufficient tribological properties under severe loading, low thermo-oxidation resistance, hydrolytic in-stability, and poor lower temperatures activities [3]. The latest, traceable to the structures and arrangements of the fatty acids moieties, and waxy content of the oils, will cause poor tribological performance at low temperatures.  The poor low-temperature activities of vegetable oils occur at/or close to the flow limiting temperature of the oils, customarily called the pour point (PP). That is why PP, determined to a reasonable degree, characterizes the low-temperature properties of lubricants [4]. At this stage, the oil particles lack the kinetics to indicate any visible motion. Hence, the oil is said to solidify. This oil solidifica-tion is perceived to occur when high temperature soluble solid materials get crystallized, forming interlocking net-works which trap and cease the flow of liquid oil [5]. One essential requirements of today’s crankcase oils are upgraded cold weather starting, when the oils’ lowest pump-able temperatures are as low as -35°C [1]. Unfortu-

nately, vegetable oil-based lubricants exhibit cloudiness, precipitation, loss of fluidity, high resistance to pumping, and even solidify at -15°C [6], due to the tendency of their ‘bend’ triglycerol backbones to uniformly stack together at low temperatures, and form microcrystalline structures [7].  Most desirable pour points for specific applications are obtained by blending the processed base stocks with pour point depressants (PPDs). PPDs lower the pour points of oils through the mechanism of physical interfer-ence in which they break down the molecular clusters of the oil to prevent nucleation, or decelerate wax crystal ag-glomeration by coating the wax molecules, or fit them-selves into the structure of the wax crystals, thereby inter-rupt their growth [5].  Some achievements on depressing the pour points of native vegetable oils using PPDs have been reported [3], but there is scarcity of reports on re-markable success on the lauric oils, particularly coconut oil (CN) by this approach. pour point of native CN has been reduced from 24°C to 12°C [7], from 23°C to 13°C [8], and 20°C to 10°C [9], but with as high as 10 to 15% dose of ad-ditives. These are real achievements, but short of engine oils requirements, and cost-ineffective. One common line of thought is that vegetable oils, due to their non-uniform characteristics, could complement one another to meet lubricant requirements [10]. CN possesses high value (85 to 90%) of short-chain saturated fatty acids, giving it good friction and wear control [11]. Sadly, this also gives it high pour point and poor response to PPDS. Castor oil (CT), a lower molecular weight oil, has cis bonds in the structure of it unsaturated ricinoleic-rich hy-droxyl acid [12], giving it excellent low pour point (-33°C), good friction and wear control, but exceptionally high vis-cosity [6], and undesirably low viscosity index.  The nature of respective dominant fatty acids and the potential lubricant profiles of CN and CT take positions at either extremes, particularly the low temperature fluidity. This reasonably suggest that, a blend wedlock between the two oils could result in considerable depression of the pour point of CN to fit into lubricants base stock stand-
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ards. However, mixing the two oils in several proportions yielded no impressive results [7]. 50:50 proportion by weight of CN to CT (Indian cultivars) only reduced the pour point of the former from 24°C to 21°C. Poor under-standing of crystallization mechanisms of mixed triacyl-glycerols acids has made bleak the prospect of achieving desirable low-temperature characteristics through the blending of vegetable oils. This may only be established through several experiments [6]. The conclusion [7] that mixing CN with CT is not effective in reducing the poor point of CN is, somewhat too early, since the resultant mix was not treated with PPD(s). This argument by the authors of the present work is based on a reported work in which the influence of a 20% polyalphaolefin on pour points of several vegetable oils [13] was not so significant, until after additivation. CT is anticipated to exhibit better response to PPD than CN, owing to its rich unsaturated fatty acid (ricinoeic) which is of the oleic series. The postulation by the author of this current work is that the mixture of this two oils, if treated with PPD could reasonably lower the pour point. This is possible because the presence of CT molecules which are readily penetrable by copolymer chains can en-courage easy co-crystallisation activities of PPDs. Several mixtures in different proportions of these two oils were made to achieve a viscosity at 100°C equivalent to SAE10W-30 engine oil, for IC engine use, considering oth-er advantages. The resultant mix was treated with three different PPDs, separately and in several proportions, and the pour point tested in each case. The appropriate propor-tion of the PPD which offered the best performance in the selected mixture was tested on pure coconut oil and re-ported. This is to ascertain whether the blend with castor oil altered the response of coconut oil to PPD significantly as postulated. The pour point of an SAE 10W- 30 premium engine oil was also tested for benchmarking. 
2 MATERIALS AND METHODS 
THE materials used in this work include coconut oil and castor oil obtained from local producers in Nigeria. Three PPDs, branded HB-EX-PPD-A1 (proprietary blend), HB-EX-PPD-AS1 (oil-soluble acrylate polymer copolymerized with vinyl pyridine), and HB-EX-PPD-L1 (maleic anhy-dride-styrene polymer), and a commercial SAE10W-30 engine oil obtained from Malaysia. Blends of CN to CT (wt/wt %) made to arrived at a suitable viscosity and VI for IC engine oil (SAE 10W-30) were: M20% = 80:20, M30% = 70:30, M40% = 60:40, M50% = 50:50, and M60% = 40:60, similar to proportions of bio base oil blends in other literatures [7, 10]. Kinematics vis-cosities of the oils were determined using rotary viscome-ter according to ASTM D445, and the VIs as per ASTM D2270 methods. Based on argurments from literatures [7, 14], sample M50% was blended with 0, 2, 4, 6, and 8%wt of each of the PPDs separately and the PP tested in each case using a pour point tester (ASTM D97-12 method) [6, 15]. 
3 RESULTS AND DISCUSSION 
FROM the viscosities at 100°C of all the tested oils (Table 

1), SAE viscosities rating will classify CN and M20% as SAE 20. M30%, M40%, M50%, M60%, and the commercial engine oil (CM) will be classified as SAE 30, while CT will fall under SAE 40. Apart from CT which has very low vis-cosity index, each of the studied candidate oils has multi-grade viscosity index. Increase of CT in the mixture, in-crease the viscosity at 40°C of the mixture, but reduces the VI. The viscosity at 100°C increased until CT reached 50 %wt, after which a reduction in this viscosity is noticed. The VI of M20%, M30%, M40% and M50% are higher than that of CM. This implies that they will have sufficient vis-cosities to provide adequate films between rubbing surfac-es at high temperatures than the commercial engine oil.  
Table 1: Kinematic viscosity/VI of the oils and their blends  

 Oil  Specific 
gravity  

Kinematics Viscosity (cSt) VI 
at 40°C at 100°C 

1 CT  0.960 243.57 16.23 56 
2 CN  0.905 26.97 8.59 327 
3 M20%

  
0.910 34.49 9.06 261 

4 M30%
  

0.910 41.81 9.52 222 
5 M40%

  
0.915 44.70 9.80 213 

6 M50%
  

0.930 61.29 11.99 196 
7 M60%

  
0.940 69.44 9.75 121 

8 CM  0.860 51.98 9.43 167 Candidate oils M20%, M30% and M40% have reason-ably lower viscosities at 40°C (Table 1) than the CM, im-plying better pumpability, hence better flow to tribo-contact zones at low temperatures. Candidate blends M50% and M60% have higher viscosities at low tempera-tures than the CM (Figure 1), implying poorer pumpability and higher losses to viscous friction at lower temperatures. However, the moderate tribo-film possibility by M50%, due to its closer viscosity range to CM will rather offer a preferred oil film thickness capable of reducing wear and friction.   At high temperatures, candidate blend M20% may have slightly lower film supply than CM, but candidates M30%, M40%, M50% and M60% will offer better tribo-films than the CM.  

Figure 1. Viscosity-temperature plots of the mixed base oils and the commercial oil 
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3.1 Pour points of the experiment oils  A The pour point of the coconut oil sample in this experi-ment is measured to be 18°C, very close to the value (20°C) obtained in literature [9], but significantly differs from 23°C and 24°C [7, 8]. These variations may not be uncon-nected with the climate, soil and growing location of the oil plants, among other factors responsible for the non-uniform characteristics of vegetable oils, even those of the same cultivar. CT was used at varying proportion (20, 30, 40, 50, and 60% wts) to blend CN to see how the former can affect the pour point of the latter. 20 and 30 %wt of CT made no noticeable impact on the pour point of CN, but when diluted with 40 %wt of CT, the pour point of CN stepped down to 12°C (see Table 2). However, further dil-uents (at 50 %wt and 60 %wt of CT) could not make any improvement on the poor point again. This confirmed that diluents have limited effect on the pour points of vegetable oils [6]. The achieved lowest pour point by this mixture may without further treatment provide certain levels of lubrication in engines at relatively low temperatures, espe-cially in the tropics. However, it is evident that the viscosi-ty of the oil (mixture) at warm-up in these regions, will exhibit poor flow to intervening spaces, and greater fric-tional losses the conventional counterparts under the same conditions. These losses at warm-up can be so high, around 2.5 times above the frictional losses in sufficiently heated lubricants [16].  
Table 2: Pour point of the studied oils  

 Oil Sample Pour point (°C) 
1 CT -18 
2 CN 18 
3 M20% 18 
4 M30% 18 
5 M40% 12 
6 M50% 12 
7 M60% 12 
8 CM <-30 
It is not so certain how CT molecules affect the mole-cules and/or wax content of CN in lowering the PP. How-ever, one can suppose that there is a co-nucleation of the CT molecules with those of the lead oil which modifies the original crystallisation matrix of the latter, as temperature lowers, such that the composite matrix delays crystal growth and may not allow early fusion of nucleated crys-tals that will cause solidification or hinder fluidity at the original solidification temperature of CN. Notwithstand-ing, at lower temperatures, a limit may be reached where the differing of solidification by the influential molecules (CT) is not possible as the bonding of the lead oil mole-cules gets stronger with falling temperature. Possibly, 40, 50, and 60 %wt of CT in CN formed a plateau zone (from the PP values in Table 2) after which the PP of the blended oils may fall. But the resultant viscosities (at 40°C) and viscosity indices of mixtures having higher proportions of CT may not be suitable for the intended application, since the two parameters (of the mixtures) are noted to increase and decrease respectively with rising proportion of the CT.  

 

3.3 Response of the selected blended base oil to PPDs  M50% was selected and treated with varying proportions of PPDs to prove the postulation of the authors of this work, and to argue and/or concomitantly put up a course on the ‘brickwork’ laid by Ajithkumar [7].  Although the responses of M50% to PPDs failed to meet the minimum standard requirement for pour point of lubricants (Figure 2), one of them still ensures safe pour point within low temperature working limits in the tropical regions. Im-pressively, at 8 %wt of HB-EX-PPD-A1, the PP of the said oil was depressed to 3°C. This PPD is likely to be of the linear alkyl side-chain type, having varying length struc-ture with most of the chain lengths closely matching that of hydrocarbon chains in the mixed base oil, giving it an optimum performance.  To verify the contribution of CT to the response of CN to the PPDs, the very proportion (8 %wt) of the best performing PPD (HB-EX-PPD-A1) in M50% was tested on pure CN. The result (Figure 2) showed that mixing CN with the CT has contributed immensely to the response of the former to the PPD. The presence of the ricinoleic fatty acid from the CT in the mixed oil (M50%) may have engi-neered the favourable response of CN to the said PPD.This by far justifies the postulation by the authors of the present work: that the mixture of CN with CT may not show im-mediate significant effect on the low-temperature fluidity of CN, but may provide a good playground for PPDs.                     Figure 2. Effects of PPDs on coconut-castor oil (50:50 wt/wt) mixture, and on pure coconut oil  It is noticeable from the response of pure CN to 8 %wt blend of HB-EX-PPD-A1 that the presence of ricinole-ic molecules of CT in blend M50% might have suppressed the resistance of the dominant lauric acids in CN against PPD. This may be achieved by making soft the clustering molecules of the composite oil for the PPD to break and defer nucleation, or creating more penetrable allowances for the inclusion of molecules of PPD into the propagating crystals, to envelop the small nucleated crystals and or co-crystallizing with them (the nucleated crystals) at slower rate. By these, the PPD may be able to postpone early crys-tallization of the M50% at higher temperatures than what had happened in pure CN. Moreover, the rincinoleic acid 
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molecules might have brought a balance between the satu-rated and the unsaturated fatty acids in the mixed base oil, giving it an equivalent low-temperature characteristic suitable for the activities of PPDs. The effect of HB-EX-PPD-A1 on the mixed base oils have not yet indicated pour point reversal. Higher propor-tion of HB-EX-PPD-A1 may further reduce the pour point of this mixture. However, due to economic and technical reasons, a higher proportion is not advisable. The mixed vegetable oils are in crude form, implying high waxy fluid, therefore, the performance of HB-EX-PPD-A1 point to the fact that it has high wax interaction factor (i.e. high strength of interaction or waxy side-chains).  2 and 4%wt of HB-EX-PPD-AS1 in the mixed candi-date oil (M50%) produced no effect on its (oil) pour point. At 6 %wt addition, the pour point of the oil was reduced by 3°C to 9°C. Further increase of the dose made no im-provement on this property.  This means that the spatial stabilisation of the PPD against the crystals of the base oil became insufficient. Hence, the wax crystals built up suffi-cient structure(s) that halted the mobility of the oil mole-cules. Additional %wt of the PPD may only add extra wax to the oil molecule network leading to PPD reversal.   2%wt of HB-EX-PPD-L1 reduced the pour point of the oil to 9°C, but no reduction was recorded until at 8 %wt of the pour point. This remarkable response at 8 %wt concentration means that the base oil wax particles were responsible for non-reduction at the intermediate %wt. 
CONCLUSION 

ONE-TO-ONE mix ratio of coconut oil to castor oil produced adequate viscosity, equivalent to SAE 10W-30 engine oil, and with even higher viscosity index. This also lowered the pour point of the coconut oil, and more im-portantly, prepared a better base for pour point depres-sants to have reasonable impacts on the pour point of co-conut oil. Employing a proprietary pour point depressant, branded HP-EX-PPD-A1, at 8 %wt in the said binary mix of the oils lowered the pour point to as low as 3°C. This result gives assurance that the treated oil can flow to the various tribological contacts (intervening spaces) of IC engine assembly at all practical temperatures conceivable in the tropical region. 
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Abstract—The place of freight transportation cannot be underestimated or disregarded in the growth of the economy as it’s fast rising to a world market. A large part of the inland freight transport is evident in its use on roads. It is dynamic and relative to change as it can be subjected to changes due to the un-ending innovations of man over the coming years, as cognizance needs to the recent trends of initiatives and innovations which have led to the improvement of our techno-logical world.  The application of truck platoon in freight transportation has occasioned an introduction of integrated goods freight transportation which has optimized logistics and real-time updates about our vehicular traffic communica-tion, collaborative driving, and autonomous vehicles. In this research work, we gave an insight into the problems in mak-ing a reality, a better and adequate movement of goods by the road system to reduce environmental issues and how we can proffer solutions with the aid of technology. We emphatically explained a medium which can increase the effective-
ness of this movement scheme by truck platoon transports in order to fulfill the task on a prescribed road network.. 
Keyword—Logistics; Truck Platoon; v2v, v2i Technology 

2 INTRODUCTION  
TRANSPORTATION is one of the key logistic functions that combine separate types of production procedures, from manufacturing to delivering products to consumers. Optimization of transport can largely determine the effi-cacy of the entire logistic system; the demand for mobile service is fast growing and closely related to the economic growth [1]. The movement scheme assists the general transport of people and goods. However, the mobility as-pect is also accountable for the larger percentage of worlds energy & emission due to rise in the technical knowledge & global nation, then transport needs not to be underestimated in the production sector. There is, howev-er, a quest for developing a more sustainable fuel for the transportation sector. A fast-growing improvement in technology has prompted the production of automatic ve-hicles with less use of fuel, cruise control and joint driving ability. We are in 21st century as a result of major techno-logical advancement in the environment [2]. We are in an era where major advances would be introduced into the market and society over the next couple of decades. For example, vehicular communications [3, 5] enable a large set of new applications, such as collision warning and avoidance [3], automated intersections, and vehicle pla-tooning [4,6]. Vehicular position and velocity data are readily available today [5]. For freight transportation, such data can be combined with advanced vehicle models to make decisions on fuel-optimal routes. Transport systems spanning over large geographic areas with real-time data gathering is been used for increasing efficiency and flexi-bility in the planning of transport assignments [7], the de-velopment of a new freight transport system architecture based on these emerging technologies poses several obsta-cles. One challenge is simply the overall scale of the sys-tem: in the EU there are about 2 million heavy trucks [8]. Recently, the Green transportation and sustainable freight 

transportation are increasingly important issues in view of rising fuel costs and environmental concerns. Although all forms of transportation contribute to greenhouse gases and congestion, trucking has the largest impact. Truck platoon technologies can be optimized for green road freight transportation to reduce environmental hazard without affecting the maximum output of the trucks. 

 
Fig1: trucks platooning 

2 ENVIRONMENTAL CONCERNS 
The largest source of air pollution in this world is Transportation. Pollution caused by trucks and car are responsible for immediate and long-term effects on the environment,  Exhausts from car emit a large percentage of gases and solid matter which are responsible for acid rain, global warming and environmental / human health haz-ards. Also, Fuel spills and  noise generated by Engine causes pollution. Cars, trucks and other forms of transpor-tation are the largest contributor to air pollution in the United States, but car owners can reduce their vehicle's effects on the environment [9]  

Fig2: Road fright emissions [10]    
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2.1 The impact of Road Freight Transport on the En-vironment According to studies, road freight transport causes 57% of worldwide carbon dioxide (CO2) emissions, while additional levels come from warehousing and handling. In 1995, 22% of CO2 emissions came from the energy use (fossil energy sources) in the transport sector [37]. Road freight grew rapidly during the second half of the twenti-eth century, because the transport policy in many coun-tries focused predominantly on low-cost, short and prompt ways of delivering goods, especially food, . Vehi-cles, even if more polluting, were considered as economi-cal and faster modes of transport than trains (Jaroszweski, 2012). Transport, just like the growing demand for electric-ity, has impacted the total increase in global gas emissions 

in OECD countries. During the last 30 years, gas emissions have been noticed to rise more or less 1.7% per year. The average consumption of electric power and private cars in Australia, for example, accounts for about 20% of gas emissions, whereas 80% is connected with public and business services or consumer goods supply. Not only is the carbon dioxide emission is a worldwide problem in transportation. In 1996 the National Greenhouse Gas In-ventory Committee published the results of non-CO2 emissions in the road sector, where it was clearly shown that medium and heavy trucks used in freight transport also produced great amounts of harmful gases such as: CH4, N2O, NOx and CO (Lenzen, Dey, Hamilton 2008). (Table 1).   
Table1:  Truck emissions: the constituents of air pollution and their impacts [11]. 

Constituents of air pollution Impacts 
Particulate matter 
(PM)   

These particles of soot and metals give smog its mucky appearance. Fine particles (less than one-tenth the 
diameter of a human hair) pose more serious threat to human health, as they can penetrate deep into lungs. 
PM is a direct (primary) and indirect pollution from hydrocarbons, nitrogen oxides, and sulfur diox-
ides. Diesel exhaust  contributes to PM pollution. 

Hydrocarbons (HC)  These pollutants react with nitrogen oxides in the presence of sunlight to form ground-level 
ozone, a primary ingredient in smog. Though beneficial in the upper atmosphere, at the ground-
level this gas irritates the respiratory system, causing coughing, choking, and reduced lung ca-
pacity. 

Nitrogen oxides 
(NOx)  

These pollutants cause lung irritation and weaken the body system defences against respiratory 
infections such as pneumonia and influenza. Furthermore, they assist in the formation of lower-
level ozone and particulate matter. 

Carbon monoxide 
(CO)  

This odourless, colourless, and poisonous gas is caused by the combustion of fossil fuels such as 
gasoline and is emitted primarily from cars and trucks. When inhaled, CO blocks oxygen from 
the brain, heart, and other vital organs. Fetuses, newborn children, and people with chronic ill-
nesses are especially susceptible to the effects of CO. 

Sulfur dioxide (SO2)  Power plants and motor vehicles create this pollutant by burning sulfur-containing fuels, espe-
cially diesel. Sulfur dioxide can react in the atmosphere to form fine particles and poses great 
health risk to young children and asthmatics. 

Hazardous air pollu-tants (toxics)  These chemical compounds are linked to  defects at birth, cancer, and other serious illnesses. The Environmental Protection Agency estimates that the air pollutants emitted from cars and trucks ; 
which include Benzene, acetaldehyde, and 1,3-butadiene — account for half of all cancers caused 
by air pollution. 

Greenhouse gases  Motor vehicles also emit pollutants, such as carbon dioxide, that contribute to global climate 
change. In fact, cars and trucks account for over one-fifth of the United States' total global warm-
ing pollution; transportation, which includes freight, trains, and air flight, accounts for around 
thirty percent of all heat-trapping gas emissions. 

 3 GREEN FREIGHT TRANSPORT 
Freight movement is responsible for 16% of all corpo-rate greenhouse gas emissions thereby qualifies it as one of the largest contributors to carbon footprint. The emissions is gotten directly from trucks, trains, ships and planes which carry goods. Companies have the power and finan-cial incentive to minimized their environmental impact from freight. By employing smarter logistics strategies, they can operate more efficiently and affordably [12, 20].    

4 CONCEPTUAL DEFINITION OF TRUCK PLA-TOONING 
Truck platooning refers to automatic driving of trucks in small convoys, a short distance apart, resulting in smooth traffic flow, with higher traffic safety, fuel savings and a reduction in CO2 emissions. [12] Truck platooning involves carrying out the automatic control of Truck con-voys on highways. A truck in the platoon can be in one of three cases: leader mode, follower mode and free mode; free mode represents the free case where the Truck does not join to any platoon. The leader mode and the free mode are manual control, while the follower control mode is completely automatic. Each transition between these 
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modes is one of the principal platoon supervision opera-tions. These operations are: creating a new platoon, merg-ing two platoons, and the truck input/output procedures are from a platoon. The follower is operated by both con-trol systems (i.e. longitudinal and lateral control systems). A multiple-sensor system is used to provide vehicles ve-locity, acceleration and localization of vehicle, and also the inter-trucks spacing in the platoon. [19]. The triple meas-urement device is used for determining the inter-truck spacing signal: multi sensor representing as laser range-finder, a camera which is embedded and an observer, on the basis of the system dynamic equations. This redundan-cy makes it possible to perform sensors fault detection and identification. Furthermore, it can be exploited to increase the reliability of the follower control mode by introducing a global PS architecture that includes a data fusion level and a decision-making system. The free mode represents the case where the truck does not belong to any platoon. 
 
 

5 TECHNOLOGIES FOR TRUCK PLATOONING 
An overview, from local to global level technologies that enable truck platooning is shown in Figure 2. On local lev-el, technologies within a small range of the vehicle are ef-fective, such as Cruise Control (CC) and Adaptive Cruise Control (ACC). The ACC system is an extension on the CC system and has been illustrated as a means to enable vehi-cle platooning [26]. Cruise Control is a system which takes over the throttle of the vehicle to maintain a steady speed as set by the driver. The throttle valve controls the power and speed of the engine by limiting the amount of air in-takes and is actuated automatically, instead of by pressing a pedal, when the cruise control system is engaged [29]. The Adaptive Cruise Control system is an extension on the CC system, which automatically adjusts the vehicle speed to maintain a safe distance from vehicles ahead. ACC uses either radar or laser sensors to detect the speed of and dis-tance to the vehicle ahead. If the distance to a vehicle or object ahead diminishes, the system will send a signal to the engine or braking system to decelerate the vehicle and the other way around for increasing distance [29].   

Fig3: Technologies for truck platooning [21]. 
 

An extension on the ACC system is Cooperative ACC (CACC), which uses longitudinal auto- mated vehicle con-trol by accounting for road information, such as road grade, and traffic events occurring further ahead in the platoon, such as traffic congestion. This is obtained by wireless communication in short and wide range relative to the vehicle, i.e. by Vehicle to Vehicle (V2V) communica-tion and Vehicle to Infrastructure (V2I) technology, respec-tively [35] [32]. The interaction between vehicles is enabled through V2V communication and can therefore improve safety. By combining Global Positioning Systems (GPS) and V2V technology, the relative position estimates of neighboring vehicles can be made with high accuracy. Hence, smoother control can be implemented through prediction based upon the gathered information, enabling 

cooperative driving and realizing automated vehicle pla-toons [30] . On global level, implementation of routing and road information is enabled through V2I technology. A command center or fleet manager can monitor the vehicles in real-time traffic through V2I, enabling the possibility to react upon road and traffic information and optimize the transport mission and thereby the vehicle’s fuel consump-tion. For example, fuel consumption can be decreased by adjusting the vehicle speed in order to form a platoon. Fur-thermore, an alternative path can be found through V2I to ensure the arrival deadline of the transport mission when obstructing traffic situations are encountered [33] [18]. Technologies such as V2V and V2I are part of Intelligent Transport Systems and services (ITS), where ITS denotes the integration of Information and Communication Tech-
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nology (ICT) with transport infrastructure, vehicles and users [21]. Figure 3 represents an illustration of ITS, where ITS includes all types of communication in and between vehicles (V2V communication) along with communication between vehicles and infrastructure (V2I communication). With the aid of these communication devices, a coopera-tive system is formed for supporting and replacing human functions in various driving processes in order to enhance operational performance, mobility, environmental benefits, and safety. [21]. 
6 EFFECTIVE TRUCK PLATOONING 

Platooning is found to contribute towards energy sav-ing in the following aspects: First is the reduction of aerodynamic drag while the second is the provision of larger room due to increased road capacity to surrounding traffic. The first is microscop-ic contribution, while the latter is macroscopic contribu-tion. Microscopic contribution involves conducting the simulation of computational fluid dynamic with the aims of investigating the aerodynamic drag reduction [12]. The CD-value of the front truck and the last truck decreases above 20 %, and that of the middle truck decreases by about 50 %. This implies that when 3 trucks are driving with a small gap then the aerodynamic drag decreases, 

and this contributes to energy saving. Therefore, when trucks are driving at high speed, the aerodynamic drag is larger than the rolling resistance; there would be decrease in the fuel consumption of the platoon by about 15 %.  
6.1 Platoon truck Energy Consumption According to the Energy ITS project; since 1990, while the energy consumption trend in the industry sector has been almost constant, those in the civil sector and trans-portation sector have increased. In the transportation sec-tor it has increased by 7 % in 2010 as compared to that of 1990. In 2010, the energy consumption by automobiles ac-counts for 89 % for passenger transportation and for 90 % for freight transportation, while the transportation volume (passengers-km or ton-km) by automobiles accounts for 65 % for passengers and 61 % for freight transportation. The fuel consumption was measured during the experiments on a test track under the conditions that the velocity was constant and 80 km/h, the gap was 10m and 4.7m, and the trucks were empty-loaded. Figure 1 shows the results. The measurements indicate 13% energy saving at 10m gap and 18 % saving at 4.7m gap. When the trucks are ordinarily loaded and drive at 80 km/h, the fuel saving will be 8 % when 10 m gap of 10 m, and 15 % when 4 m gap. [22]   

 Fig 4: Relationship between the fuel saving improvement and the gap in the platoon [22].  
6.2 Platoon truck Emission The CO2 emission trend in Japan and in general, the increasing rate of the CO2 emission from the transportation sector is larger than that from whole Japan. Like the ener-gy consumption trend, due to unfavorable economy, the increasing rates have been decreasing recently, and in summary the increments rate of the sector is 8.6 %. In 2008 compared to that in 1990, and that of Japan is 6.2 %. The CO2 emission from the transportation sector (228 M ton in 2008) accounts for 19 % of the total emission from Japan (1,214 M ton in 2008), and 90 % of CO2 of the transporta-tion sector is released from automobiles. Thus, automo-biles are major causes of the global warming, and since the energy of current automobiles that use an internal combus-tion engine is petroleum that emits CO2 after burning, the counter-measure of the global warming for automo-

biles(current) is energy saving. 
7.2 TRUCK PLATOONING PROJECTS IN THE WORLDWIDE 
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7.3 State of the Art In the last few decades, several platooning projects have started to explore different aspects of platooning. These projects defined platooning objects, platoon properties, and platoon operations as per their own notion. 1. SARTRE – In a European platooning project SARTRE, a vehicle is defined as following vehicle, lead vehicle, other vehicle, potential following vehicle, potential lead vehicle, potential platoon vehicle, or platoon ve-hicle. Different platoon operations such as create pla-toon, join platoon, maintain platoon, leave platoon, and dissolve platoon are defined as platoon use cases (Bergenhem et al., 2010; Robinson et al., 2010). 2. PATH – The US based truck platooning project PATH only referred to two types of platoon objects as ; lead vehicle and preceding vehicle and platoon properties such as inter-vehicle spacing, inter-platoon spacing, platooning vehicle types, number of vehicles in pla-toon, platoon length, vehicle acceleration or decelera-tion, communication time lag and delay, and highway operating speed (Carbaugh et al., 1998; Michael et al., 1998; Rajamani et al., 2000). Operations like lane keep-ing, lane change, join, and split are tested in this pro-ject. 3. SCANIA – The Swedish truck maker SCANIA has started two platooning projects: Distributed Control of a Heavy Duty Vehicle Platoon, and iQFleet (Ber-genhem et al., 2012b). Here, Deng (2016) modeled a platoon class as a group of heavy duty vehicles with platooning capability and having three mandatory properties: platoonID, speed and a list of platoon members. Deng classified the driving behavior of a platoon into basic and advance operations. Basic oper-ations include acceleration, deceleration and desired inter-vehicle distance adjustment. In contrast, speed planning and platoon aggregation and disaggregation are considered advance operations. 4. Others – In the Japanese platooning project Energy ITS, Tsugawa et al. (2011) defined the control system for path following and lane keeping operations. CHAUFFEUR3 demonstrated different maneuvers – coupling, termed as ‘flthe joint’, decoupling, termed as ‘inverted fljoin joint’, and platooning driving such as lane changing, accelerating and braking. Vehicles used in a platooning project COMPANION are not neces-sarily bound to the same source and destination: pla-toons can be formed on the flu by merging vehicles and other platoons, traveling jointly for parts of the route. To encourage development, integration and de-ployment of cooperative driving, the Grand Coopera-tive Driving Challenge were organized in 2011 and 2016. In terms of platoon operations, the challenge mainly tested collaborative vehicle movement as a pla-toon based on predetermined technology and interop-erable communication standards and tested a join op-eration and allowed the change of role of participating vehicles (Lidström et al., 2011; Bergenhem et al., 2012b).Other than the above mentioned platooning projects, Amoozadeh et al. (2015) presented a platoon management protocol and simulated three basic pla-toon maneuvers: merge, split, and lane change. They also explained three platooning scenarios: leaving of 

the leader, leaving of a follower, and entry at the end. The platoon management protocol considered first dif-ferent variables that any platoon enabled vehicle should have, namely vehicle ID, platoon ID, platoon depth, platoon size and platoon members. Though dif-ferent research projects and research articles discussed some of the platoon maneuvers and platoon proper-ties, none of them defined those operations formally. More prominently, the different projects defined pla-tooning objects and platoon operations in incompati-ble ways. For example, the join operation in SARTRE is the same as the aggregation operation in SCANIA’s projects, and the coupling operation in CHAUFFEUR. Not only do terminology differ, but also the object and operation concepts. SARTRE used eight different pla-tooning objects to address different platoon operations whereas most of the other projects used three objects: platoon leader, platoon follower, and platoon, and sometimes additionally free vehicle. SCANIA’s pro-jects defined the platoon creation and the platoon join separately, whereas other projects did not address pla-toon creation or considered create as an implicit oper-ation of join. Moreover, typically no justification and explanation have been provided on the operation cat-egorizations. Therefore, the requirement of standardi-zation of platooning objects and operation is neces-sary. [17] 
8. TRENDS OF TRUCK PLATOONING  

Truck platooning has a number of impacts on transport system and environmental system. 
8.1 Transport System    These impacts include; increased road capacity 
8.1.1 Increase of Road Capacity The major aim of vehicle platooning is to increase road capacity. In order to achieve this, it is important to operate vehicles closer together than its possible with manual driving. Unfortunately, a vehicle platoon system has never been deployed on a large scale. Most of the ca-pacity studies are hence based on simulations. One of the studies conducted by Vander (Werf, et al., 2015) focused on the capacity impacts of an increasing market penetration of ACC and CACC vehicles, relative to manual driving [15]. They performed a microscopic simu-lation of a 16-kilometer one-lane highway with on- and off-ramps every 1.6-kilometer. Initially, an analysis of simula-tion scenarios was conducted with vehicle type composi-tions of 100% manual driving, 100% ACC vehicles (time gap of 1.4 seconds) and 100% CACC vehicles (time gap of 0.5 seconds). These simulations resulted in a nominal ca-pacity of respectively 2100, 2150 and 4250 vehicles per lane per hour. Later, they analyzed a scenario with a more real-istic mix of vehicles. As it turns out, both ACC and CACC improve the highway capacity in all cases. [16]. However, the impact of ACC is relatively small: a capacity increase of at most 7% was achieved compared to manual driving. It is argued that ACC achieves this benefit by smoothening the traffic flow instead of closing the operating gaps. In fact, the 1.4 seconds time gap turned out to be modest compared to an average time gap of 1.1 seconds under 
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manual control. The analysis shows besides that CACC has the potential to significantly increase the capacity, es-pecially for high market penetrations. This effect is ex-plained by the need of a CACC system to have a preceding vehicle, which is also equipped with a CACC system. Af-ter all, a preceding vehicle needs to transmit information for following vehicles to operate. If a preceding vehicle is not equipped, the system behaves like ACC and acts solely on radar information. Similar results in terms of road ca-pacity increase have been shown in AHS studies. One of them is a numerical analysis by Michael, et al., [13]. Their main conclusion is that AHS can increase the road capacity but the increase is dependent, among others, on: a. the degree of inter-vehicle cooperation b. average platoon length,   c. the intra-platoon spacing.  Unfortunately, most studies about the impacts of pla-tooning systems on the road capacity are based on simula-tion or analytical analysis. Better would be to measure the impacts of a particular platooning system in a large-scale test-bed. However, this is capital intensive and requires a good motivation in order to do so. 
8.2 Environmental Issues. 8.2.1 Reduction of Environmental Impacts The transportation system is a large contributor to the emission of green- house gasses. Indeed, transportation can have accounted for approximately 30% of the total CO2 emission in the USA over 2008 [29]. Since environ-mental issues are a hot topic, the transportation industry is also looking for solutions to reduce fuel consumption and hence reduce environmental impacts. Truck Platooning can be one of the solutions to envi-ronmental issues like global warming. Closely operating vehicles in a platoon reduce the average air resistance and hence the fuel consumption. This result was obtained in wind tunnel tests and field exper- iments [32, 18]. The re-sults of the field experiments show that fuel savings in vehicle platoons are strongly correlated to the position of the vehicle in the platoon and operating distance. A vehi-cle operating with a vehicle in front and back, can save fuel up to 10% (operating distance of 3 to 6 meters). The last and the leading vehicle of a platoon experience sav-ings of respectively 7% and 3-4%. Hence, all vehicles in a platoon benefit. 
9. THE FUTURE OF TRUCK PLATOONING  
There are some important infrastructure barriers that must be overcome to make truck platoon a realistic and effective concept for the nearest future. Present research studies focus more on lighter trucks instead of heavy trucks. By using heavy vehicles to study platoon, it provides more useful information about the effectiveness of truck pla-tooning on green road freight transportation. Fuel con-sumption from a vehicle engine occurs as the vehicle trav-els on the green road with the output of the fuel contrib-uting to Aerodynamic losses, Auxiliary loads and inertial grade. Truck platooning has a number of benefits. These benefits range from an increased road capacity and im-proved safety to a reduction of the environmental impacts 

and improved driving comfort. Understanding these benefits and the impact of Vehicle Platooning is very im-portant; they serve as the justification of the development of vehicle platoon systems. The automated truck platoon developed in the project consists mainly of N heavier (25 ton) trucks, and currently drives at 80 km/h with the gap of 10 m on a test truck and along an expressway before public use. [35]. The functions of the platoon are lane keep-ing, speed control, collision avoidance, and gap keeping. Among these functions, the gap keeping function contrib-utes to energy saving, and the last one contributes towards increasing the safety and reducing the workload of driv-ers. The configuration of a truck for the automated pla-toon. The feature of the platoon system is high reliability with redundancy in the sensing systems, the vehicle con-trol ECU (electronic control unit), the communication sys-tem, and the actuators. The control period for the trucks is 0.5-1.5s. 
In (2020), an automated platoon of 3 trucks with au-tomated lateral control will be introduced under mixed traffic. The gap will be 10 m at an early stage and will be shortened to 4 m afterwards. In the platoon CACC (Coop-erative ACC) will be performed with the V2V communica-tions to make traffic flow smooth. A driver will be in each truck. The energy saving goal is 8 to 15 % reduction by aerodynamic reduction and 5 % reduction by smooth traf-fic flow.  In (2030), a fully automated platoon of 3 or 4 trucks will be operated along a dedicated lane on an expressway, and a driver will be only on the lead truck. The energy saving goal is 18 % reduction by aerodynamic drag and 10 % reduction by eco driving. The length of a platoon is bounded, because a long platoon can disturb other traffic along an expressway, and the longest platoon is a 4-truck platoon in this project. [33]. 

CONCLUSION  
This paper has reviewed platoon trucks technology, by conceptualizing potential trends in automated technology which brings environmentally positive effects, reduces pollution and noise, as well as unusual accidents are min-imized. Therefore, in a bid to developing a new innovation for transport system; the freight transportation and logis-tics enables better use of transport infrastructure and con-tributes to reducing environmental issues (hazards), con-gestion and distances travelled by truck. The application of the technologies is of high reliability and aiming at the near future introduction. Fuel consumption measurement on a test track and along an expressway shows that the fuel can be saved by about 13 % when the gap was 10 m. The evaluation simulation shows that the effectiveness of the platooning with the gap of 10 m when the 40 % pene-tration in heavy trucks is 2.1 % reduction of CO2 along an expressway. Research is developing new and innovative solutions to enhance the environmental sustainability and efficiency of the logistics chain. Significant gains have been achieved by optimizing freight transport infrastructure, by efficiently combining transport modes, and by identifying potential performance, improvement for logistics truck CO2 emission. However, It would also focus on the effec-tiveness of low-carbon policy and economy; companies, 
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governments and financial institutions tends to develop technologically, that is they will encourage companies which implement new technological solutions in the mod-el of truck platooning. 
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Abstract— Modelling and Identification of dynamic systems constitute an essential stage in practical control and applica-tions. This paper focuses on model identification of an armature controlled laboratory DC motor, rotating in one direction and major techniques for tracking set point commands and suppressing sensitivity to load disturbances. Input-output data of the motor is acquired offline, with the aid of a MATLAB implemented recursive least square algorithm, a linear model trans-fer function having two poles-one zero is obtained, subsequently simulations in normal MATLAB program and Simulink are carried out to assess the model transient and steady state performances. Result of simulation show that the effect of se-cond control loop secure the integral feedback control point and also secure the target speed. Linear Quadratic Regulator (LQR) gives stable and steady speed on close loop with respect to load and shows that the LQR compensator performs best at rejecting load disturbances. 
Keywords— DC motor modelling, Load Torque Condition, LQR compensator, System identification, Tracking set point  

1. INTRODUCTION  
The applications of direct current (DC) Motors as compo-nents of electromechanical systems have remained vital as actuating elements in industrial processes for their ad-vantages of easy speed and position control and wide ad-justability range (Sandeep, 2016). DC Motors have been widely used in many industrial applications such as electric vehicles, steel rolling mills, electric cranes, robotic manipu-lators etc., due to its precise, wide, simple, and continuous control characteristics. Effective use of dc motors requires sound knowledge of the system components and their dy-namic characteristics (Shuang, 2010). DC motors are supposed to operate with high accuracy and speed despite adverse effects of system nonlinearities and uncertainties. This robustness property is of great im-portance if the system is part of a robotic or servo system, which requires insensitivity to unmoulded dynamics (Lis-chinsky,1999). Effect of small load on the motor is absorbed by the kinetic energy of the rotor, under large load change, limitation is imposed on the rotor due to nonlinear behav-iour of the magnetization characteristic of the winding cir-cuits (Aisha et al., 2015). The overall effect of such disturb-ance is that it minimises the speed of the motor and reduces its robustness for specific applications. Several works on Modelling and control of DC motor for performance im-provement has been reported in some literatures. A Simulation of a speed control of DC motor drive us-ing Genetic algorithm (GA) turned PID controller in MATLAB was presented in Shrabani et al., (2013). The work used GA for tuning the speed controller parameter, 

and a comparative analysis of proposed technique with the classical method of PID control system applied to DC mo-tor drive was presented. The study shows that the pro-posed controller enhances the performance of speed control of DC motor drive than the conventional PID controller. Jide et al., 2015 2015 proposed the feedback method for armature controlled DC motor speed control to enhance the performance of the transient response of the DC motor. The aim was to establish relationship between the speed of DC motor and the load torque at different voltages as well as investigating the performance of closed-loop systems when different voltages are applied to the armature circuit of the motor when a constant voltage is supplied to the field cir-cuit of the motor. The proposed feedback method perfor-mance analysis of the modelled system shows that usage of feedback approach enhances the performance of the transi-ent response of the armature controlled DC motor. Someshwar et al., (2016) work proposed a comparative analysis of the DC motor using LAG compensator and PID controller for optimizing the performance for a DC motor. In the work, Root Locus plot, Bode plot and step response were employed to analysed the system and determine its performance improvement. In the work, a LAG compensa-tor and PID controller was applied on an unstable DC mo-tor model in order to obtain a stable model of DC motor for optimal performance. Most of the cited work adopted models that are analyti-cally derived but in this work, a system identification (SI) technique using offline data acquisition is proposed and analysis of the system will be carried out for transient and steady state performance. In addition to this, the paper will design and compare three DC motor control techniques 
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namely feedforward command, integral feedback ward control and LQR control for tracking set point and reducing sensitivity to load disturbances to a laboratory DC Motor model provided on TPS-3011. The rest of the work is organ-ised as follows: Section 2 presents the review of a dc motor. Section 3 is dedicated to model identification algorithm analysis and development. Section 4 presents the model performance while section 5 presents the dc motor control design and implementation. Finally, the conclusion of the work is summarized in section 6. 
2. REVIEW OF MODEL DEFINITION 
      An equivalent circuit model of the motor is shown in Figure1 
       Figure 1: The DC Motor Circuit Model In general, the torque generated by a DC motor is pro-portional to the armature current and the strength of the magnetic field. Assuming that the magnetic field is con-stant, therefore, the motor torque (T) is proportional to the armature current i by a constant factor  as shown in equa-tion (1). This is referred to as an armature-controlled motor.                   (1)  
Mathematically, the back e.m.f, e, is defined as follow:                   (2) 
where  is the angular velocity of the shaft and  is a con-stant factor of proportionality. In SI units, the motor torque and back e.m.f constants are equal, that is,  there-fore, we will use K to represent both the motor torque con-stant and the back e.m.f constant. From Figure 1, the follow-ing governing equations are derive based on Newton's 2nd law and Kirchhoff's voltage law.                 (3) 

               (4) 
Since the intended model structure for the system in this study is the transfer function model, applying the Laplace transform to equations (3) and (4) in terms of the Laplace variable s yield equations (5) and (6) 

               (5) 
              (6) 

The open-loop transfer function after eliminating I(s) be-tween equations (5) and (6) and relating the rotational speed and the armature voltage yields: 
              (7) 

where  is rotor speed,  is input voltage, arma-ture resistance,  is rotor inertia,  is viscous friction con-stant, and  is back e.m.f. constant. 
2.1 Model Identification If input u, and output v is put in vector form as:    

 
 
Then a compact model can be written as: 

                                             (8) 
where;   
   

 
are vectors of estimated parameters and past values of in-put-output vector respectively. A recursive least square for estimating the parameter vector θ is given as Ljung (1987):   

                (9) 
However, the MATLAB identification toolbox was used to generate a set of codes that generate transfer function from the estimated parameter employ in equation (9). 

In modelling a DC motor connected to a load via a shaft, the general approach is to neglect the nonlinear ef-fects and build a linear transfer function representation for the input–output relationship of the DC motor and the load it drives (Nayana et al., 2013). This assumption is sat-isfactorily accurate and valid as far as conventional control problems are concerned. Giving a system input-output data, a numerical software such as MATLAB implements recursively the algorithm and gives an estimate of the par-ametric model of the system in form of state space, transfer function or ARX model. 
 2.1.1 System Data Acquisition The input and output signals are sampled offline at an estimated time interval of 5 seconds. Input is applied through fixed amplifier gain K from the on-board potenti-ometer. Output is a speed tacho-generator providing dc voltage as a measure of the motor speed. The test bed for collection of data is shown in Figure2. 
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Figure 2: Process Kit with Offline DC Motor Data Acquisi-tion Set Up The number of input-output sampled obtained was 160 and the data samples is presented in Appendix A. 
2.1.2 Model Estimation Accurate model building is a crucial stage in practical control problems. An adequately developed system model is essential for reliability of the designed control. When the plant has uncertainties or time dependencies, or cannot be parameterized, a model for the system may be hard to ob-tain. For such systems, the system parameters should be determined using system identification techniques. In light of this, MATLAB identification toolbox code for model estimation is provided with the data after pre-processing. Amplifier gain is fixed at  representing the dc gain of the motor. Using the Predictive Error algorithm (PEM) with specified structure having two poles, no zero, MATLAB returns the following model structure: 
                                              (10)    
The poles time constants estimates are:   = 0.071,  = 0.071. And zero-time constant estimate is τz = 1.94. With the given time constants estimated and substituted into (10), the systems transfer function is given as:  

                (11) 
3. SYSTEM PERFORMANCE ANALYSIS AND SIMU-LATION 

Performance of industrial systems are greatly affected by the following types of nonlinearities: 
1. Parameter variations 2. Sudden shock; due to large surge in their primary signal input or at some location along the signal path 3. Signal Impact that is sustained 4. Noise in measurement  5. Load variations 6. Nonlinearities in many parts of the system In this work, the model was simulated based on the fol-

lowing two case scenarios: Case1 is based on Model re-sponse under no load condition while Case 2 is Model re-sponse under load torque condition with compensation. 
3.1 Model response under no load condition, The response of the developed model to a unit step in-put case is obtained and step response plot presented in Figure 3 

 Figure 3: Model response to unit step Figure 3 shows that the system has large steady state error of about 74.5% while the settling time was about 1.6 se-conds.  
3.2 Model Response Under Load Torque Condition with Compensation In this case, the systems response was obtained using different control techniques while subjecting the system to disturbance perturbation.  The implementation and results are described as follow: 
3.2.1 Feedforward DC Motor Control Design The feed forward control structure to command the angu-lar velocity w to a given value is presented in Figure 4 

 
Figure 4: Feedforward control structure 

The Feedforward  is an open  loop system with Voltage control . Taking  as DC motor gain, which is defined and set to the reciprocal of the DC gain from  to . 
               (12)   

where;  
To evaluate the feedforward design in the face of load dis-turbances, the systems response to a step command 

Tachometer 

DC motor 
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 with a disturbance  and  between  and  were simulated and results are presented in Figure 5 (a) and (b) respectively. 

 
(a) 

 (b) Figure 5 (a) and (b): DC motor Stepping and disturbance rejection for feedforward control 
3.2.2 Feedback DC Motor Control Design (Root locus) To enforce zero steady-state error, the use of integral control as shown in equation (12) 

 To determine the gain K, the root locus technique is ap-plied to the open-loop  Figure 6 shows the complete control structure for this approach. 

 Figure 6: Feed backward control structure The main idea of root locus design is to obtain the closed-loop response from the open-loop root locus plot for the DC motor response. By adding zeroes and poles to the original system, the root locus is modifiable using a new closed-loop response. Foremost, the root-locus for the system itself imposed with a unit circle. Figure 7 shows the root locus plot used for determining the feed backward 

closed-loop gain. 

 Figure 7: Root Locus design method for the DC motor sys-tem 
The gain value is read from the plot to be 4.5, but a reason-able choice used in this work is K = 5. By Comparing this new design with the initial feed forward design on the same test case, plots for the stepping and disturbance re-jection are presented in Figure 8(a) and (b): 

 (a) 

 (b) Figure 8(a) and (b): DC motor Stepping and disturbance rejection for feedforward and feed backward control 
3.2.3 LQR DC Motor Control Design To further improve performance, try designing a linear 
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quadratic regulator (LQR) for the feedback structure shown Figure 9: 

 Figure.9: LQR control structure 
In addition to the integral of error, the LQR scheme also uses the state vector to synthesize the driving voltage Va. The optimal LQR gain for this cost function is computed and the closed-loop model response is present-ed in Figure 10(a) and (b). 

 (a) 

 (b)  Figure 10 (a) and (b): DC motor Stepping and disturbance rejection for the 3 control techniques 
4. DISCUSSION OF RESULTS 

Feedback (closed-loop) control can be used to stabilize systems, speed up the transient response of the DC motor, 

improve the steady-state characteristics, provide disturb-ance rejection state, and decrease the sensitivity to parame-ter variations. From the result shown in figure 5(a) and (b), it can be observed clearly that the feed forward control handles load disturbances poorly as it remained sensitive to the disturbance over the entire range of time. The root locus design approach proves to be better at rejecting load disturbances as compared to the feed for-ward approach and this can be seen in Figure 9(a) and Figure 9 (b) for load torque of -0.5 and -1 Nm respectively. Figure 10(a) and Figure 10(b) is a plot of the system re-sponse to the three (3) control techniques and the LQR compensator performs best at rejecting load disturbances (among the three DC motor control designs discussed). Table 1, shows the summary of the system response for both steady state and transient state performance for the 3 control technique 
Table 1: Performance indices for load torque of -0.5 and -1.0 Nm 

Technique  Rise time Settling time with load torque 
Steady state er-ror 

Feed for-ward 1.80 6.00 0.00 
Feed back-ward 2.00 3.20 0.00  
LQR con-trol 1.80 1.20 0.00 

5. CONCLUSION 
The result shows that the developed is in conformity with other work. DC Motor model identification and con-trol designed has been successfully achieved using MATLAB program to track the motor speed set point un-der loading and without load. The simulation results show that in terms of steady state, both techniques perform ro-bustly while in terms of transient performance character-ized by disturbance rejection capabilities, the LQR tech-nique has a better performance amongst the other three control techniques. 
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 Appendix A: Dc Motor Input-Output Data S/N INPUT (V) OUT-PUT (V) 
S/N INPUT (V) OUT-PUT (V) 

S/N INPUT (V) OUT-PUT (V) 
S/N IN-PUT (V) 

OUT-PUT (V) 1 0.96 0.21 41 4.88 8.53 81 2.34 2.93 121 4.02 6.16 
2 1.09 0.49 42 4.86 8.22 82 2.27 2.81 122 4.05 6.32 
3 1.25 0.77 43 4.82 7.99 83 2.14 2.48 123 4.12 6.42 
4 1.55 1.35 44 4.80 7.87 84 2.02 2.32 124 4.22 6.58 
5 1.66 1.52 45 4.78 7.72 85 1.94 2.29 125 4.28 6.68 
6 1.74 1.68 46 4.67 7.51 86 1.91 2.18 126 4.31 6.81 
7 1.87 1.93 47 4.55 7.25 87 1.89 2.03 127 4.37 6.95 
8 1.97 2.14 48 4.46 7.07 88 1.67 1.74 128 4.49 7.11 
9 2.06 2.30 49 4.36 6.88 89 1.65 1.63 129 4.51 7.22 
10 2.14 2.46 50 4.21 6.58 90 1.56 1.48 130 4.54 7.27 
11 2.31 2.80 51 4.16 6.46 91 1.54 1.41 131 4.57 7.35 
12 3.46 5.12 52 4.08 6.31 92 1.44 1.36 132 4.66 7.43 
13 3.58 5.38 53 4.01 6.18 93 1.42 1.30 133 4.73 7.62 
14 3.67 5.52 54 3.97 6.10 94 1.38 1.25 134 4.80 7.79 
15 3.73 5.66 55 3.93 6.01 95 1.21 1.20 135 4.82 7.83 
16 3.77 5.76 56 3.87 5.95 96 1.18 1.15 136 4.88 7.89 
17 3.82 5.88 57 3.82 5.87 97 1.08 1.09 137 4.91 7.98 
18 3.84 5.93 58 3.77 5.72 98 1.05 1.01 138 4.96 8.29 
19 3.90 6.01 59 3.67 5.46 99 1.03 0.73 139 4.94 8.57 
20 3.96 6.09 60 3.61 5.38 100 0.69 0.48 140 4.90 8.02 
21 4.00 6.16 61 3.51 5.19 101 0.86 0.21 141 4.88 7.99 
22 4.07 6.32 62 3.42 5.01 102 1.08 0.49 142 4.87 7.87 
23 4.12 6.42 63 3.32 4.82 103 1.22 0.77 143 4.82 7.72 
24 4.20 6.58 64 3.27 4.72 104 1.53 1.35 144 4.79 7.49 
25 4.26 6.68 65 3.21 4.62 105 1.60 1.52 145 4.76 7.35 
26 4.32 6.81 66 3.16 4.49 106 1.77 1.68 146 4.65 7.08 
27 4.39 6.95 67 3.09 4.37 107 1.87 1.93 147 4.54 6.74 
28 4.47 7.11 68 2.99 4.18 108 1.93 2.14 148 4.46 6.48 
29 4.53 7.22 69 2.91 4.02 109 2.00 2.30 149 4.38 6.36 30 4.55 7.27 70 2.83 3.87 110 2.18 2.46 150 4.27 6.29 
31 4.59 7.35 71 2.75 3.71 111 2.51 2.80 151 4.20 6.18 
32 4.63 7.43 72 2.69 3.59 112 3.47 5.12 152 4.16 6.10 
33 4.73 7.62 73 2.61 3.43 113 3.59 5.38 153 4.09 6.01 
34 4.81 7.79 74 2.53 3.26 114 3.66 5.52 154 3.99 5.95 
35 4.84 7.83 75 2.43 3.07 115 3.75 5.66 155 3.93 5.87 
36 4.87 7.89 76 2.32 2.87 116 3.77 5.76 156 3.88 5.72 
37 4.91 7.98 77 2.18 2.64 117 3.80 5.88 157 3.80 5.46 
38 4.97 8.09 78 2.14 2.59 118 3.82 5.93 158 3.77 5.38 
39 4.94 8.12 79 2.09 2.51 119 3.89 6.01 159 3.67 5.19 
40 4.90 8.18 80 2.04 2.43 120 3.96 6.09 160 3.52 5.01 
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Sugarcane Bagasse and Rice Husk 
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Abstract— Constructing housing components from agricultural wastes have become a special area of research in engineer-ing. Hence a lot of resources is pushed into this to obtain sustainable, eco-friendly and low-cost houses. This work studies some properties of ceiling boards produced from sugarcane bagasse and rice husk. The ceiling boards were produced using water, cement as binder with binder composite ratio of 3:2 by weight, sugarcane bagasse and rice husk of varying ratios by weight from 100% of bagasse to 0% of it with a 25% decrease. The compression of the boards was done manually using moulded block as weight. From the results, it was observed that the ceiling board produced with 100% sugarcane bagasse has better properties to be considered for ceiling board as compared with the most commonly used ceiling boards like Plaster of Paris(POP), asbestos and Poly Vinyl Chloride(PVC). The properties examined are thermal conductivity, thermal resis-tivity, water absorption and density. The better ceiling board has thermal conductivity to be 2.27W/mK, thermal resistivity of 0.441 mK/W, water absorption of 16.89 and density of 470.3 kg/m3. 
Keywords— ceiling board; rice husk; sugarcane bagasse; thermal conductivity; thermal resistivity. 

3 INTRODUCTION  
Ceiling boards are slabs usually horizontal that covers the upper part of a room or internal space. It is not gener-ally considered a structural element, but a finished surface concealing the underside of the roof structure or the floor of a storey above.  It is a shell concealing a roof structure above it. Roof structures could be plain, carry pipes or carry acoustic and thermal insulation. In modern buildings, ceilings carry electric light, security cameras, smoke detectors and more. There are several ceiling materials used in Nigerian homes such as asbestos, Plaster of Paris (P.O.P), Poly Vinc Chlo-ride (PVC) and some use wood each having its own ad-vantages and disadvantages. Some of these have been found to be hazardous to health especially the asbestos which is the most common in the average Nigerian home.  Agriculture is native to Nigeria, hence a lot of waste is generated in the farm, during processing and during con-sumption. Hence a lot of research has been going on to check how agricultural wastes can be used as ceiling boards among other applications which will also compete favorably with the characteristics of the existing ones.   4        LITERATURE REVIEW 

2.1   Wood wool composite board A research on the mechanical properties of wood wool cement composite board using some selected Malay-sian timber species was carried out [1]. The work involved using a cement to wood wool ratio of 2 to 1 by weight to make the composite board. From the result obtained, it was found out that the mechanical properties of the board were influenced by the density such that as the mechanical strength decreased as the density decreased. Also, the compressive strength increased with the thicker boards (50mm and 75mm) while as the thickness increased, the modulus of elasticity and modulus of rupture decreased. 
 

2.2  Water melon peels The suitability of using water melon peels as alterna-tives to wood-based particleboard composites was studied [4]. Water melon peels composite boards by compressive moulding using recycled low-density polyethylene (RLDPE) as a binder was produced. The RLDPE was var-ied from 30 to 70% by weight at intervals of 10%. The mi-crostructure, water absorption (WA), thickness swelling index (TS), modulus of rupture (MOR), modulus of elas-ticity (MOE), internal bonding strength (IB), impact strength and wear properties of the boards were deter-mined. The results showed that high modulus of rupture of 11.45 MPa, MOE of 1678 MPa, IB of 0.58 MPa, wear rate of 0.31 g was obtained from particleboard produced at 60% RLDPE. From the investigation, it was concluded that water melon particles can be used as a substitute to wood-based particleboards for general purpose applications. Aside from being environmental friendly, using water-melon and RLDPE in production of particleboard, it was also found to be very cost-effective. 
2.3 Jatropha seed cake Similarly, a study on the estimation of the properties of composite ceiling boards that employ the use of wood waste particles and jatropha seed cake was carried out [6]. In this work, Predictive models for the simulating physical and mechanical properties of the composite products was done; and used to study the characteristics of bulk density (BD), thickness swelling index (TS), modulus of rupture (MOR), modulus of elasticity (MOE) and internal bonding strength (IB) of the composite ceiling boards analyzed. Using Equal amounts of jatropha and sawmill dust in the theoretical composite particle/ceiling board, it resulted in values of properties, bulk density 0.8975 g/cm3, thick-ness swelling index 9.83%, modulus of rupture 25.05 MPa, modulus of elasticity 2.42 GPa and internal bonding strength 13.86 MPa respectively. It was found out that Im-proved mechanical properties and denser composite 
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particle/ceiling board can be produced with addition of jatropha to sawmill dust under specified control condi-tions of fiber-matrix mixture aggregates. 
2.4 Rice husk and waste paper Likewise, the properties of ceiling boards produced from a composite of waste paper(WP) and rice husk(RH) was researched [2]. The composite was prepared using hot water starch as binder. The number of composites pre-pared were six varying from 100% of rice husk (RH) re-ducing downward to 0% while the waste paper started from 0% to 100% in a range of 20% each. Samples were prepared to suit the tests to be carried out. They were then oven dried under the temperature of 80oC for 24 hours. Then the samples were tested for water absorption, densi-ty, thermal conductivity modulus of elasticity and flexural strength properties. It was observed that the water ab-sorption capacity of the composite material varies be-tween 7.5% and 14.5% and this increases with an increase in waste paper(WP) content.  Furthermore, it was found out that the composite exhibited a decreasing thermal conductivity with increasing WO content varying be-tween 0.082- 0.07kW/MK for 0%:100% WP/RH mix to 100%:0% WP/RH mix respectively. Also, the density test showed that the density exhibited a decreasing trend with increase in WP content. 
2.5 Sugarcane Bagasse and wood particles A three-layer experimental particleboard using a mix-ture of bagasse and industrial wood particles was also in-vestigated [3]. The boards produced were with ratio of the mixture of bagasse and wood particles, in the surface and middle layers given as 20:80, 30:70 and 40:60, respectively using the press times at two levels of 5 and 7 minutes. Two levels of urea formaldehyde resin were selected for the surface layers, namely: 9 and 11 percent. The Modulus of elasticity (MOE), modulus of rupture (MOR), internal bonding (IB) and thickness swelling (TS) of the panels were determined. The results indicated that all mechanical and physical properties of particleboards improved with an upper percentage of bagasse particles added. It was also observed that the treatment with 40% bagasse, 11% resin in the surface layers and with a 7 min press time re-sulted in an optimum particleboard product. Haven reviewed literature, it was noted that investigation on the combination of sugarcane bagasse and rice husk has not been done. Therefore, the aim of this study is to investigate some mechanical properties such as thermal conductivity, water absorption, density of locally pro-duced ceiling boards from a combination of sugarcane bagasse and rice husk using cement as its binder. 
3 METHODS 
The Rice husk used in this study were obtained from a rice mill in Bida, Niger state and the sugarcane bagasse were gotten on the streets of Minna as they were freshly chewed. The Sugarcane bagasse was sun dried for seven days until there was no significant water content. This was ensured by weighing and reweighing after drying using a 

weighing scale. After the sugarcane was dried, they were sent to the grinding mill to reduce its size. Then, a sieving mesh was used to sieve and get an average size after grinding. The Rice husk was of an appropriate size be-cause they were obtained from the mill.  Ordinary Portland cement was used as binder and was obtained from the building material market in Minna. Hand trowel for mixing was also gotten from the same market. Metallic mould of size 500mm by 300mm by 30mm was manufactured at a welding workshop for the purpose of the study. Furthermore, polyvinyl chloride (PVC), Plaster of Paris (POP) and asbestos ceilings were obtained also so as to compare its property also while test-ing the manufactured board. 
3.1 Preparation of the cement bonded board Composite, cement in the ratio of 3:2 (respectively by weight) and water, were mixed thoroughly until all the mixture was coated with cement paste. A layer of polyeth-ene was laid in the mould to enhance easy demoulding. Then the cement composite mix is then carefully spread out into the metallic mould. After pouring the mix into the mould, another layer of polythene was place on the mix to prevent the board from sticking to the mould cover during compression. The board was then pressed with the use of blocks for 2-3 days and the demoulded. After demoulding, the boards were cured by wetting and air drying for up to 21days. A total of 10 boards were produced consisting of 2 samples each for the following sugarcane bagasse to rice husk content ratio, 100:0, 75:25, 50:50, 25:75, 0:100 by weight.  
3.2 Test Method The following are the tests carried out and how they were done. 
3.2.1 Thermal Conductivity λ: The thermal conductivity test was conducted by steady plate method according to American society for testing and materials (ASTM) E1225 using a thermal con-ductivity meter (as shown in appendix A).  The probe consists of a single heater wire and thermocou-ple. When constant electric power (energy) is given to the heater, the temperature of the wire will rise in exponential progression. Temperature rising curve is plotted in linear line with time axis scaled in logarithm. The angle of this line increases if the sample has less thermal conductivity, and decreases if it has higher Thermal conductivity. There-fore, the thermal conductivity of a sample can be deter-mined from the angle of the rising temperature graphic line. The formula used to calculate the thermal conductivi-ty is as shown.               (1) 
λ  ; thermal conductivity of sample   [W/mK] q ; generated heat per unit length of sample/time   [W/m] = 500 for all, but 50 for PVC. t1.t2 ; measured time length      [min] 
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T1.T2 : Temperature at t1.t2   [K] 
3.2.2 Thermal resistivity 
Thermal resistance is the ability of a material to resist flow of heat. Thermal resistivity is the reciprocal of thermal 
conductivity and can be expressed as       (2) 

Where r=thermal resistivity(mK/W) 
3.2.3 Density:  
This test was carried out according to the ASTM D1475 method. Sample was poured into the pycnometer and weighed. The weight was recorded as W, and the weight of the empty pycnometer as, w, in grams. The density was calculated in grams per milliliter as follows: 
      (3) 
 
Where: 
D = density g/ml. (1g/ml=1000kg/m3) 
V = volume of pycnometer ml 
 
3.2.4 Water Absorption Test The samples were air dried at 323 K up to a constant weight and then immersed in a static deionized water bath. The specimens were taken out of the water at certain periods of time, wiped with tissue paper to remove surface water, reweighed and immediately put back into the wa-ter. The water absorption test was conducted according to ASTM D570 method. At least three specimens for each sample were used and the average values were reported. The percentage of water absorption (WA) was calculated by the weight difference between the samples exposed to water and the dried samples according to the following equation: 
 

         (4) 
where: Mf  is the mass of the sample after immersion (g) 
and Mi is the mass of the sample before immersion (g). 
The water absorption was determined by weighing on a balance with precision of 0.001 g. 
4 RESULTS AND DISCUSSIONS 

The thermal conductivities and resistivities of the composite as compared to the available ceiling boards are summarized in figure 1       

 Figure 1: Thermal conductivity and resistivity test re-sult from the composite and available ceiling  The results showed that the thermal conductivity of the composite increased as the amount of the rice husk increased. This is to say that sugar cane bagasse has a higher thermal resistance than rice husk. Among the avail-able ceiling boards currently in used, the widely used POP has a lower thermal resistivity than the rest of its counter-parts while PVC has the highest resistivity. The above results show that using sugarcane bagasse alone to make a ceiling board will suffice for thermal ap-plications. It will be more efficient if used with another binder that can withstand hot compress. Also, there is a possibility that it will compete with POP for thermal appli-cations if some additives are added to it. The water absorption of the composite as compared to the available ceiling boards are as shown in figure 2      
    
    
    
  Figure 2: Water absorption test result from the com-posite and available ceiling  The results show that the water absorption also in-crease as the percentage of the rice husk increased. This trend is similar to what was observed by that the water absorption capacity is more in composites having more 
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rice husk [5]. The ratios with the lowest absorption are rice husk to bagasse ratios 0:100 and 25:75. And these ratios are higher than Plaster of Paris. Asbestos and PVC are far away from it and are better for water absorption. The result for density of each composite is as shown in figure 3  

  Figure 3. Density test result from the composite and available ceiling  The density of the composites decreased with an increase in the percentage of rice husk. The densest has been the one with lower thermal conductivity and water absorp-tion.  
5 CONCLUSIONS 
In conclusion, the result of this experimental study showed that the most applicable composite as compared with the available ceiling materials for use for thermal applications is the ratio 0:100 (Rice husk: Sugarcane bagasse). Also, the higher the density the better for use as ceiling board. 
After this study it can be recommended that the following are done for further improve on the quality and usability of this kind of ceiling board 
i.  A water-resistant binder be used to improve the water absorption rate of the materials.  
ii. Ceiling boards be produced with a hot press as this might impact the thermal conductivity.  
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Abstract— Due to epileptic availability of electrical power supply for industrial or domestic use, especially in develop-ing countries, the need for continuity of electricity supply is inevitable, for this reason, this Microcontroller Based Priori-tized Automatic Transfer Switching system is designed to use four sources namely; public utility, solar, generator1 and generator2, to change from one of them to another with priority given. Utility is given the top priority followed by solar and then generator1 will run for six hours while checking other sources, if any of them is returned, then it will be dis-connected and switched off, then the load is reconnected to the existing source, otherwise if the hours elapsed and no re-turn of power from the other sources, then generator2 is connected for the next six hours as in the case of generator1. The cycle will be repeated continuously. The manual method used for the switching system is a major setback and can make the entire process vulnerable to fire outbreak, inefficiency and wastage of time. In this paper, the proposed design will bring an improvement and eliminates potential dangers, risk associated with ordinary manual transfer switching sys-tem, continuity of supply and hence greater transformation in technological advancement of the switching system. A pic16F877A microcontroller is used to coordinate the activities of voltage sensing circuitry (for utility, solar and genera-tors respectively), LED indicators and relay driver. A proposed block diagram of the system and flow chart were devel-oped, the programming for the microcontroller is carried out using pickit2 programmer (in C++ programming language). Proteus suit software was used to simulate the system. The workability of the system designed was proved successful from the simulation result and the duration it takes for the system design to operate is about less than a second unless for generators where delay of about twenty seconds is observed for switching and stability.  Keywords: Automatic Transfer Switching (ATS) System; Generator; Microcontroller; Solar; Utility, 
1 INTRODUCTION  
Generally organization`s development is distracted by intermittent power failure or constant outage. In countries where there is instability of power, investment does not easily succeed, industrial transformation cannot be easily sped up, however a heavy loss may result when some pro-cesses are interrupted such as surgery in health care organ-ization and some online financial proceedings in govern-ment and private agencies [1]. To avoid these inconveniences, secondary source of power is mostly introduced to cushion undesirable effect of any unprecedented power failure. The transition can be achieved by means of an ATS. A load can be switched from many sources of power (con-ventionally two) by means of an ATS. It ensures that a min-imum gap between the power failure and load reconnec-tion to secondary source of power is maintained. The ATS comes in between the power sources and the load to be connected in order to disconnect the load from the utility supply when there is no electricity and transfer it to sec-ondary supply for sustainability of load operation, it then connects it back to the original supply upon restoration of power [2]. In the system existing, power failure can be easily detected from the four switches connected to different power sources and hence the four inputs signals are connected to 

the plc. If any of the four sources (solar, inverter, mains and generator), back up would be provided automatically provided from the other sources and the load is shared [3]. The need here is to design a sophisticated Transfer Switch-ing system that can take renewable energy source (solar energy) into consideration and two generators that will be shifting from one to another after every six hours during state of redundancy from other sources. Utility is given the top priority followed by solar and then finally generators. When the power is restored in any of the prioritised sources, then the working generator would be instantly shorted down and the load is transferred from that genera-tor to the existing load based on the priority stated previ-ously.  2 LITERATURE REVIEW  In [4], an ATS with an enhanced design including both software and hardware modules were discussed. The gen-erator is controlled and monitored from a remotely located computer system which can as well supervise other pa-rameters and generator `s on and off.    In [5], the ATS includes a digital multimeter using micro-controller (PIC16F877A), and Liquid Crystal Display was also used to display A.C current and voltage.  In [6], a simple changeover was designed to automatically transfer the load from utility energy to standby generator 
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whenever there is power outage. Microcontroller was not used in this design. In [7], various tasks such as programming crank timer, warm up timer and mains stability switch were accom-plished by means of microcontroller, and a circuit for overvoltage protection using comparator, 555 timer IC for the delay needed, were also included. In [3], an automatic switching system designed to be multi source was implemented were the transfer of load to any source (namely solar, mains, wind and generator) is based on priority such that if any one of the sources fails, then the load would be shifted to the source next to it.  3 WORKING PRINCIPLE  The system constitutes of four sensor (which is a 5V power supply) from the respective sources namely; utility, solar, generator1 and generator2. If utility is available, it is given the top priority, and then utility relay signal would be sent from the microcontroller through the relay driver to con-nect load. If the mains source is absent, then solar source would automatically be connected while all other sources are deactivated and the system is busy checking for the return of the mains supply. In the absence of solar and util-ity source, generator1 would be started and allowed to settle for an overall delay of approximately 20s, it will then be connected to the load for 6H while checking for availa-bility of mains or solar source. If the time scheduled for the operation of the generator1 is exhausted without having the other sources` return, then it would be disconnected and switched off while generator 2 would pick up and is connected to the load within a time delay of 20s, it will keep up working and checking for the return of other sources until 6H elapsed, if before the end of the time, there is return of power from either utility or solar, the generator2 would be disconnected and switched off while the load is transferred to the existing source, otherwise generator 1 will take over from generator2. This cycle will keep on repeating as long as the microcontroller is active. The system is made in such a way that if generator1 is working, generator 2 will never come up and vice versa. The block diagram and flow chart of the overall system are shown in figure 1 and figure 3 respectively. Figure 2 pro-vides the overall circuit simulation. The Table 1 below shows the various conditions that exist and the corresponding output signals, where 0 stands for no input or output, 1 stands for there is input or output and x stands for don’t  care condition.            

                        Figure 1: Block Diagram                          Figure 2: Simulation Circuit       
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                                                  Figure 3: Flow Chart            

Table 1: Proposed Power Selection Table   INPUT OUTPUT  
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1 x x x 1 0 0 0 
0 1 x x 0 1 0 0 
0 0 1 x 0 0 1 0 
0 0 x 1 0 0 0 1 
0 0 0 0 0 0 0 0 

  
4 RESULT AND DISCUSSION  The result obtained from the simulation is summarised in Table 2  below where 0 stands for presence of power while 1 stands for absence of power, and it shows that utility is given the highest priority because whenever the utility source is available, it will be selected regardless of whichever source is present (from row 9 to 16 ). The table also shows that solar is given the next priority after utility (from row 5 to 8), then followed by generator1 which operates for six hours and then generator2  takes over, it was observed from the simulation that exchange of operation is repeated for every six hours between the two generators. If it happened that during the exchange period, the two generators are working simultaneously due possibly faulty relays, the system failed to switch one of them off, priority is given to generator 1 while keeping generator 2 disconnected. If more than one source  are still giving out power, then the exterternal circuit breakers or fuses (either between the sources or between the sources and the load) instantly disconnect the sources from each other or  from the load until maintenance is carried out.   
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Table2: Power Selection Table    INPUT OUTPUT  
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1 0 0 0 0 0 0 1 0 
2 0 0 0 1 0 0 0 1 
3 0 0 1 0 0 0 1 0 
4 0 0 1 1 0 0 1 0 
5 0 1 0 0 0 1 0 0 
6 0 1 0 1 0 1 0 0 
7 0 1 1 0 0 1 0 0 
8 0 1 1 1 0 1 0 0 
9 1 0 0 0 1 0 0 0 
10 1 0 0 1 1 0 0 0 
11 1 0 1 0 1 0 0 0 
12 1 0 1 1 1 0 0 0 
13 1 1 0 0 1 0 0 0 
14 1 1 0 1 1 0 0 0 
15 1 1 1 0 1 0 0 0 
16 1 1 1 1 1 0 0 0 
  
5 CONCLUSION 
The system was simulated and works satisfactorily as ex-pected, it would be of high importance if it would be used where interruption of power is a critical issue such as banks, industries and hospitals. It is designed to have a minimum delay of 1s unless during transition to genera-tors where the delay is up to 20s for generators’ stability.  
6 FUTURE WORK 
A backup supply should be incorporated to compensate for the delay of 20s and also a comparator design ap-proach should be used to detect under and overvoltage. 
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Abstract—Over the years, tremendous research has been ongoing to find cost effective ways to produce bioethanol on a large scale as it serves as a form of renewable energy. Second-generation materials also referred to as lignocellulosic materials, form inedible feed-stocks for bioethanol production as they are composed of agricultural residues such as oil palm empty fruit bunch, rice straw, corn straw, municipal solid waste, waste paper and forest residues. However, the use of acid for pretreatment or hydrolysis of lignocellulo-sic biomass leads to the formation of inhibitors that affect the fermentation process and subsequently reduce bioethanol yield. In this paper, an overview of the various methods that have been employed in the removal of furfural, a major inhibitor is discussed. Current trends and challenges faced have also been identified. An effective and low-cost method for removal of one of the major fermentation 
inhibitors is also presented. 
Keyword— Bioethanol, Fermentation inhibitors, Lignocellulosic biomass, Palm empty fruit bunch (EFB) 
1 INTRODUCTION  In order to cope with increasing energy demands and re-duce emission of greenhouse gases, research has been on-going to discover alternative sources of energy that are renewable so as to reduce dependence on fossil fuel. Glob-al focus on the use of bioethanol as a renewable alternative has increased greatly in recent years [1]. Currently, bioeth-anol is being used to power automobiles as additives or extender because of its high-octane rating. For example, E85 is a blended fuel of 85% bioethanol and 15% gasoline [2]. The world’s largest producer and consumer of ethanol is the United States, followed by Brazil [3]. In 2015, the US alone accounted for 15 billion gallons of the total produc-tion. Together, the U.S. and Brazil produce 85% of the world’s ethanol [4]. A large amount of U.S. ethanol is pro-duced from corn, while Brazil primarily uses sugar. Figure 1.1 shows global ethanol production by country or region, from 2007 to 2015. Global production peaked in 2015 after a dip in 2012 and 2013. Production of bioethanol can be done using various feedstocks. These feedstocks can be divided into three categories: sucrose-rich crops, starch rich corps and lignocellulosic materials [5]. Sucrose-rich crops and starch-rich crops include food resources such as corn and sugarcane and can be further classified as first-generation materials. However, due to the growing con-cern that the use of these materials would affect food sup-ply, focus was shifted to the use of lignocellulosic materi-als as they form inedible feedstocks. Lignocellulosic mate-rials are classified as second-generation materials [6] and can be categorized based on type of resource into four groups: crop residue resources, waste paper, municipal solid waste and forest residues [5]. Presently, attention is on the production of bioethanol from highly abundant crop residues such as oil palm empty fruit bunch, rice straw, corn straw, wheat straw etc. as it avoids the existing competition of food versus fuel caused by food-based 

feedstocks [7]. This paper gives an overview of the various methods that have been used for removal of furfural from lignocellulosic biomass and presents the use of activated carbon as a cheaper and more effective method.   
 
 
 
 
 
 

 
Figure 1.1 Global Ethanol Production by Country [1]  

The rest of this paper is organised as follows. In Sec-tion 2, the current trends in bioethanol production from lignocellulosic biomass is discussed. Section 3 disucsses the open issues in fermentation inhibitors. Section 4 pre-sents the future direction and Section 5 concludes the pa-per. 
2 CURRENT TRENDS IN BIOETHANOL PRODUC-TION FROM LIGNOCELLULOSIC BIOMASS 
In recent times, the focus has been on the use of lignocel-lulosic biomass for bioethanol production as it does not interfere with food availability and because it is the largest renewable resource in the world. About 442 liters of bio-ethanol is produced from lignocellulosic biomass per year [8]. The basic components of all lignocellulosic materials are: cellulose (30-50%), hemicellulose (15-35%), and lignin (10-20%) [9, 10]. The two ways of converting lignocellu-
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losic biomass into bioethanol are: biochemical conversion and thermochemical conversion [11]. They both have to do with breaking lignocellulosic biomass’ resistant cell wall structure into its basic components; cellulose, lignin and hemicellulose, which undergo hydrolysis to form sugars and are eventually converted into bioethanol then purified [11].  Nevertheless, the two conversion methods have dif-ferent procedures. Thermochemical conversion has to do with gasification of the biomass at 800°C along with a cata-lytic reaction. The use of a very high temperature ensures the conversion of the biomass into synthesis gas (syngas) like carbon monoxide, hydrogen and carbon dioxide. The syngas formed can be used to form ethanol and water by microorganisms, using catalysts. Distillation can then be used to separate them [12]. Biochemical conversion begins with the pretreatment step which could be physical, thermo-chemical or biologi-cal pretreatment [13]. The purpose of pretreatment is to break the recalcitrant structure of the material and provide a larger surface area for easy accessibility of the cellulose to cellulase [13]. After pretreatment, cellulosic materials undergo enzymatic or acid hydrolysis (cellulolysis) and hemicellulose conversion (saccharification) to form mon-omeric free sugars. The next step involves biological fer-mentation of sugars into ethanol and final purification us-ing distillation [12]. The most recalcitrant material among the components of cell walls; lignin, undergoes combus-tion to produce electricity and heat [14]. The biochemical conversion process is made up of four-unit operations: pretreatment, hydrolysis, fermentation and distillation [15] and it is the most commonly used technique for produc-tion of bioethanol. Cellulose, the main constituent of plant biomass, is a structural polysaccharide with glycosidic linkages and additional hydrogen bonding which makes it rigid and hard to break. During hydrolysis, cellulose is broken down into its component sugar molecules [16]. The product formed is a six-carbon sugar called glucose. The process is called saccharification. Hemicellulose is a second major constituent made up of five-carbon (pentoses) and six-carbon (hexoses) sugars. Hemicellulose comprises of xy-lose and arabinose (five-carbon sugars), and galactose, glucose and mannose (six-carbon sugars). Due to the amorphous nature of hemicellulose, they are more easily broken down during hydrolysis compared to cellulose [17].  The main five-carbon sugar gotten from hardwood and agricultural residues hemicellulose is xylose while mannose is gotten from the hemicellulose of softwood [18]. 
3 INHIBITORS  

Pretreatment of lignocellulosic materials can lead to the formation of various inhibitory substances that slow down the action of fermenting microorganisms. These substances have different sources and are broadly divided into three, namely: furan derivatives, weak acids and phe-nolic compounds [19]. Lately, a lot of research has been carried out to determine the effect of a single inhibitor on the growth and fermentation of yeast [20]. Results have shown that the presence of these inhibitors in the fermen-tation process can reduce the specific growth rate [21], re-

duce biomass production [21] and also reduce specific and volumetric productivity of ethanol [22]. When methods like acid pretreatment, acid hydroly-sis and sulfite pulping are used for the hydrolysis of hemi-celluloses, the pentose and uronic acids formed go through dehydration, leading to the generation of 2-furaldehyde (furfural). The six-carbon sugars that are also formed from hemicelluloses hydrolysis go through dehydration to form 5-hydroxymethyl-2-furaldehyde also referred to as HMF [23]. Furfural and HMF are the furan derivatives. HMF can undergo further degradation to form formic and levulinic acids when exposed to conditions such as high tempera-ture and acid concentration, and extended time of reaction [24]. Another acid formed due to hydrolysis of hemicellu-loses’ acetyl group during acidic treatment of biomass is acetic acid. Levulinic acid, formic acid and acetic acid are the weak acids formed. Phenolic compounds are formed when the β-O-4 ether and acid-labile linkages in lignin are split during acidic treatments. When the concentration of these compounds in the biomass hydrolysate is above threshold concentration, they affect the fermentation pro-cess and subsequently the ethanol yield. Therefore, for effective fermentation to take place, the removal of these inhibitors from biomass hydrolysate is necessary.   Based on previous studies, furfural has been identi-fied as a major inhibitor found in most hydrolysates of lignocellulosic biomass [25]. Furfural inhibits growth and alcohol production by Saccharomyces cerevisiae, which is commonly used during the fermentation process. It was suggested that the inhibition of glycolysis and reduced ethanol production were caused by the action of furfural on important glycolytic enzymes such as triosephosphate dehydrogenase and alcohol dehydrogenase [26].  There-fore, there has been more focus on the removal of furfural leading to improved bioethanol production.  Various processes such as membrane separation, dis-tillation, over-liming, nanofiltration, solvent extraction, adsorption etc. have been applied for the removal of furfu-ral from a solution. Azeotropic distillation at a tempera-ture of 180-200°C and a pressure of 8-10 atm was used to remove furfural from an aqueous solution. During distilla-tion of aqueous solution of furfural at atmospheric pres-sure, a heteroazeotrope containing 35% by weight of furfu-ral is produced. This makes it difficult to fully remove fur-fural by distillation as 84.1% by weight of furfural is con-tained in the organic phase and 18.4% is in the water phase when condensation occurs [27]. The use of organic sol-vents such as toluene, methyl isobutyl ketone (MIBK) and isobutyl acetate (IBA) for extraction of furfural from aque-ous solution has also been studied [28]. In as much as the use of toluene was less expensive compared to MIBK and IBA, and there was less solvent loss during the extraction process, toluene was found to be more toxic than the other two solvents. The use of supercritical carbon dioxide for extraction of furfural at high temperature (298-333K) and high pressure (80-340 bar) has also been studied [29]. It was noticed that with decrease in temperature and in-crease in pressure, the solubility of furfural increased. The application of organic solvent extraction on an industrial scale is limited by the large amount of solvent that will be used.  The use of flat sheet hydrophobic polyurethane urea 

 



Proceedings of ICGET 2018  Onubogu et al. 

154  

membranes for pervaporative separation of furfural/water mixtures was investigated and the process was seen to be diffusion-limited [30]. The membranes showed selectivity for furfural as the separation factor between furfural and water was 638 and the permeate flux was 44.7g/m²h. With an increase in the feed temperature and the feed’s furfural content, there was a corresponding increase in the partial flux of furfural. Although the polyurethane membranes were seen as appropriate for the separation process, the pretreated biomass consists of various chemicals that could cause membrane fouling if the process were to be applied industrially. Nanofiltration was also applied for removal of furfural [31]. It was found that increasing the operating temperature tended to increase the pore size of the membrane, causing a decrease in retention of sugars.  Different adsorbents such as zeolite, polymeric resins, activated carbon etc have been used for the removal of furfural from lignocellulose hydrolysates by adsorption. The use of Amberlite polymeric resin XAD-4 (polystyrene-divinylbenzene copolymer bead) for adsorption of furfural from water was investigated [32]. At an equilibrium solu-tion concentration of 2g/l of furfural, 90mg of furfural was adsorbed per gram of the adsorbent (XAD-4). The results obtained using XAD-7 (methacrylic ester bead) as adsor-bent were similar to that of XAD-4. Different types of zeo-lites have been studied as adsorbents of HMF, furfural, and xylose [33].  The use of hydrophobic zeolites with the same pore size but different Si/Al ratios for adsorption, has been examined. The results showed the same adsorp-tion isotherms for these zeolites as they selectively ad-sorbed the inhibitors at 298K. The results also established that zeolites containing large amounts of silica perform more efficiently in the removal of furfural and HMF.  Application of coconut-based commercial activated carbon for furfural removal was investigated [2].  The equilibrium adsorption was attained in six hours and the adsorption kinetics followed the pseudo-second order rate. The use of two types of activated carbon (commercial acti-vated carbon and polymer-derived activated carbon) for adsorption of furfural from an aqueous solution was stud-ied [3]. The results showed effective removal of furfural from the biomass hydrolysate, that led to efficient fermen-tation. However, the use of adsorption for removal of fur-fural sometimes leads to removal of some of the fermenta-ble sugars and might affect final ethanol yield [2].  
4 FUTURE DIRECTION   
Current technologies used for production of bioethanol from lignocellulosic biomass are quite expensive and the high cost of the hydrolysis process and low yield are major problems [35]. For the biomass-to- bioethanol conversion process to be economical, all the sugars present in the cel-lulose and hemicellulose must be efficiently converted as the feedstock accounts for greater than 40% of all process costs [35-37]. The use of dilute acid for pre-treatment and hydrolysis has been well established for low cost produc-tion of fermentable sugars because it promotes the effec-tive hydrolysis of hemicelluloses [38]. However, the major disadvantage of using dilute acid for pre-treatment is that it leads to the formation of different compounds (e.g. fur-fural, hydroxymethyl furfural, phenolic compounds etc.) 

which act as fermentation inhibitors.  To make the process economically viable and attrac-tive to industries, it must have low production cost and high yield. Activated carbon is the most widely used and cost-effective sorbent in industrial application [39] due to its porous structure and huge internal surface area for ad-sorption. Hence, recent investigations have been focused on the use of activated carbon for adsorption of furfural from lignocellulosic hydrolysates by varying various ex-perimental parameters such as temperature, contact time, pH and adsorbent dose [40, 41].  
5 CONCLUSION  

In this paper, a review of the removal of furfural from lignocellulosic hydrolysates for improved bioethanol pro-duction has been presented. The various methods that have been employed in the removal of some of inhibitors which are formed from the use of acid for pretreatment and hydrolysis was discussed and future direction identi-fied. From our review, the use of activated carbon for ad-sorption of furfural from lignocellulosic hydrolysates will continue to attract more research interest due to its eco-nomical benefits. 
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Abstract—In this paper, we present a system for coordinating applications, saving, time, energy and money (CASTEM) in a smart-home (SH). The system aims to address the issues of energy optimization, convenience, automation, security and safety, and entertainment in a SH. To demonstrate the application of CASTEM, a prototype has been developed which consist of a gateway, SH model, internet of things (IoT) and the preliminary results are presented. It is expected that the use of CASTEM will enhance the standard of living conditions within a SH, reduce energy wastage, provide 
real-time analysis and help save money. 
Keyword— Automation; energy optimization; Internet of Things (IoT); smart home 

1 INTRODUCTION  
The emergence of internet of things (IoT), ubiquitous con-nective, the increase in use of smart mobile devices, have paved the way for adoption of smart home (SH) in recent time. This is motivated by the increase of an ageing popu-lation, the need to enhance the quality of life within the home, the need to reduce cost, and need to promote safety within the home among many others.  The concept of SH can be defined as a residence equipped with computing and information technology which anticipates and re-sponds to the needs of the occupants, working to promote their comfort, convenience, security and entertainment through the management of technology within the home and connections to the world beyond.  There are several use cases of SH that have been discussed in the literature. Examples of such use cases include the following: monitoring of daily activities within the home [1], energy conservation and optimization [2], [3], health care [1], [4], security management [5], and home automa-tion [6]. Unlike the existing work which focuses on differ-ent applications in a smart home, in this paper, we pro-pose a system for coordinating applications, savings, time, energy and money (CASTEM). The system is designed to provide convenience, coordinate the different applications in a SH, optimize energy consumption, promote security and safety of the SH and ultimately help save money. In this paper, the term smart-home also refers to a smart building.  The rest of this paper is structured as follows. In Section 2, the key features of CASTEM are presented. Sec-tion 3 covers the methodology and setup of CASTEM. Sec-tion 4 discusses the preliminary results and Section 5 con-cludes the paper.   
2 KEY FEATURES OF CASTEM  
In this section, we discuss the key features that CASTEM 

intends to address in a SH. They include coordinating ap-plications, savings, time, energy and money.  2.1 Coordinating Applications  Thanks to the introduction of smart devices like the Google home and Amazon echo [7], which are voice acti-vated for interaction with services through intelligent per-sonal assistants. Others include smart electrical appliances such smart kettle, rice cooker, purifier, LED bulbs, light-ings and locks. These smart devices can be configured us-ing smart portable devices via Wi-Fi, Bluetooth or other forms of communication technologies. Most of these smart devices are limited to home automation via preconfigured settings or scheduling without considering energy analysis and operational efficiency. To this end, CASTEM aims to enable coordinated application of smart devices which takes into consideration operational efficiency, energy op-timization, activities and real-time analysis within a SH. This can be achieved by using scheduling algorithm, use of machine learning to learn the pattern of operation and ac-tivities within the SH.  
2.2 Savings The CASTEM aims to enable savings within a SH by providing early notification in emergency situations such as fire hazard, gas leakages, and electrical overloads. Such notification can activate safety modes within the SH. In addition, the ability to reduce energy wastages by using smart sensors to detect and control electrical appliance will lead to a reduction of electricity bills. These features will enable saving of lives, money and property within the SH. Furthermore, homeowners can specify the amount of en-ergy bill to be used within a period and the smart appli-ances within the home can be optimized based on envi-ronmental parameters, critical task, peak and off-peak charges.  
2.3 Time  Time remains an essential part of our lives. There several 
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ways SH can help save our time such as providing control of all appliances within the home and remotely from our smart devices. Appliances can be pre-scheduling and re-motely automated without the need to operate them di-rectly.  
2.4 Money  The current challenge of adopting SH is the initial cost of installation, especially in existing buildings. The ability to provide a return on investment (ROI) over a short period can be a motivating factor for existing homes to adopt the SH technology. Although it is expected that the cost of setting up a SH over time will get cheaper, CASTEM is expected to deliver ROI within a very short time for users.  CASTEM algorithms and optimization techniques take into consideration several factors such as environmental conditions, peak and off-peak tariff, human activity within the home to help drive energy bills down while maintain-ing convenience. In addition, users can specify the amount of energy monthly consumption and cost to be used 
2.5 Energy  The increase in connected devices will lead to increase in power consumption within the homes. Although, manu-facturers are making appliances which are more power efficient, however, electricity tariffs are still on the in-crease. Hence, the need to reduce wastages by using dif-ferent techniques such as scheduling of appliance, on and off lighting using context awareness techniques, control of heating ventilation and air conditioning (HVAC) with en-vironmental factors such as temperature, humidity and intensity of light.  
3 METHODOLOGY 
The CASTEM consists of four main components which are smart-home model with sensors (rain, temperature, cur-rent, motion, gas, humidity, magnetic, light) and actuators (servo motor, buzzer) IoT cloud (Thingspeak), gateway (Raspberry Pi-3) and apps (mobile apps and desktop apps).  Figure 1.0 illustrates the system model. A prototype of the CASTEM was developed using raspberry Pi-3 as the gateway, Thingspeak as IoT cloud, and mobile app was developed using Android studio while the desktop app was developed using MATLAB 2015a. There are four phases used to achieve the aim of CASTEM. They are monitoring, analysis, optimization and prediction phases.  The phases are discussed as follows. Figure 1.0: System model for CASTEM  

3.1 Analysis  There are several analyses that can be carried out in the SH. These include energy usage analysis, efficiency analy-

sis, cost analysis, operational analysis, and correlational analysis.  For instance, using the Algorithm 1, the energy usage analysis can be carried out by calculating the energy consumption per time in kWh.                 3.2 Monitoring  In the SH, real-time monitoring can be carried out and logged to the IoT cloud using sensor nodes. The Algorithm for the monitoring phase is described in Algorithm 2.                 
3.3 Optimization    The optimization phase enables home owners to specify the amount of energy to be consumed for the month. There are different modes that can also be activated such as su-per saving mode, economy mode and normal mode. The optimization of energy consumption based on maximum cap specified by the home user can be expressed as fol-lows.   
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and rate of each appliance, respectively. The ,T T


 are 
the total sampling time of usage and maximum cost of 
energy to be consumed per month in time T .   3.4 Prediction    There are different types of machine learning methods that can be used to predict the amount of power to be con-sumed and to recognize the activities within the SH. Ex-amples of such prediction models are Bayes belief net-works, artificial neural network, sequential minimal opti-mization and logitBoost [8]. We shall explore the use of Bayes belief networks in our future work, where each group of data collected will be modelled and classified into different observation models. The state models of the de-vices will be compared with the measured data and based on the comparison, a self-optimizing correction factor can be implemented while providing a prediction of the be-havior of each device. The prediction will provide infor-mation of possible device behavior and actions that can be taken to achieve the features of CASTEM. 
4 RESULTS 
In this section, we show the preliminary results of real-time monitoring of the environmental parameters such as; temperature and humidity, operation of lighting points and air condition, power consumption and accumulated power consumption for the SH model.             (a)            
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              (g) 
Figure 2.0: Real time monitoring of SH using Thingspeak IoT platform (a) Humidity (b) Temperature °C (c) air con-dition activities (d) operation of all the lightings (e) power consumption for lights, (f) power consumption for air condition, and (g) accumulated power consumption The preliminary results in Figure 2, illustrates the monitoring activities and power usage. The results of the data analysis are not included in this paper due to limited space.  From Figure 2 (c) and (d) shows that the number of lighting points and air-condition active after 19.00 hours reduces. This is because of less activities after 19.00 hours. This results to a corresponding decrease in energy con-sumption as shown in Figure 2 (e) and (f), respectively.  
5 CONCLUSION  

In this paper, a system for coordinating applications, saving, time, energy and money (CASTEM) in a smart home has been presented. It incorporates IoT and data analysis to enhance the living standard, reduce wastages, optimize energy consumption within a smart home. The system incorporates a gateway, IoT cloud and Wi-Fi com-munication technology. Future works intend to implement SH in wireless communication building using the narrow-band IoT (NB-IoT) communication technology, provide analyses and test the optimization techniques.  
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Abstract— Though, Nigeria has a very huge population and it’s potentially a very lucrative market for electronic commerce (e-commerce) services. Notwithstanding the substantial number of the populace who has access to the internet, not many of the small and medium sized enterprises (SMEs) adopt e-commerce in conducting their day to day business operations. This study explored the benefits of e-commerce technology adoption among SMEs in Nigeria. A semi-structured interview guide was used to collect data from 25 SMEs owners in Maiduguri city, Nigeria. Recorded data were transcribed verbatim, coded and manually analysed through thematic and content analysis technique. The authors reported that the three categories of people who benefit from e-commerce adoption in Nigeria are the entrepreneurs himself, the customers and the organization. The findings are presented in the perspectives of the entrepreneurs as regards how business owners, customers and organiza-tions benefit from e-commerce technology adoption in the day to day operations of small and medium sized enterprises. This study recommended that future authors could extend the data collection to customers in order to compare their perspectives to that provided by the entrepreneurs or business owners. 
Keyword— Electronic Commerce, Small and Medium Sized Firms, Perceived Benefits, Technology Adoption, Ni-geria. 

1 INTRODUCTION  
This article commenced with a background discussion concerning the research area. The background of the study consisted of a brief literature review of the concept of small and medium sized enterprises (SMEs), the concept of electronic commerce technology, and importance of e-commerce technology among SMEs. The next section pre-sented the methodology for the study, the analysis of de-mographic profile, interview analysis and discussion, and conclusion of the study.  1. BACKGROUND OF THE STUDY Small and medium sized enterprise (SME) is an economic coinage that has been defined in various forms and shapes. However, the quantitative perspective of SMEs has been based mainly on the turnover or assets and number of em-ployees. Nonetheless, the qualitative opinion depend on how the firm is integrated (Hajiha et al., 2010; Hajli and Bugshan, 2012; Bilau et al., 2015a; Bilau et al., 2015b; Bilau et al., 2015c). Hence, empirical research has exposed some definitions including government agencies. The Small Business Administration in America cited in Saffu et al. (2012) based their definition on section 3 of the Small Busi-ness Act of 1953. The act defined an SME as one that is independently owned and operated and which is not dom-inant in its field of operation. Authors in United Kingdom took a more quantitative strategy, describing the concept as: having less than 50 personnels and is not a subsidiary of any other organization. In addition, few other authors described an SME as: one in which one or two persons are 

required to make all of the critical decisions without the aid of internal specialists and with owners only having specific knowledge in one or two functional areas of man-agement (Turban et al., 2010; Hajli and Bugshan, 2012). Not only do the definitions of SME vary, but there are wide ranging views on the characteristics of SMEs in vari-ous countries and contexts (Cragg et al., 2011; Ghobakhloo et al., 2011). Nonetheless, Ghobakhloo et al. (2011) con-cluded that SMEs are not ‘small large businesses’ but are a separate and distinct group of organizations compared to large businesses.  Agwu and Murray (2015) reported that SMEs today, repre-sent about 90% of firms in the Nigerian industrial sector on numerical basis. Saffu et al. (2012) stressed that to remain competitive at the international arena, firms today must prepare themselves and their employees to function suc-cessfully in a knowledge-based economy (Ajagbe, 2014). However, information technology (IT) was suggested as an important instrument in meeting that challenge. Oluyinka et al. (2014) suggested that by accelerating their ability to master IT, SME owners will enable themselves and their employees to compete successfully in today’s global knowledge economy.   Electronic commerce (EC) has been defined in several ways depending on the context and objective of the study. Jamali et al. (2015) perceived e-commerce in SMEs as the utilization of ICT and applications to support business activities. The authors elaborated the definition where they refer e-commerce as a set of technology that is utilized to support online business transactions between the organi-zations and their direct end customers and between the organizations and others within their business network(s). Turban et al. (2010) provided a more specific definition 

 



Proceedings of ICGET 2018 Abiso and Ajagbe  

163  

where they stated that “e-commerce is the process of buy-ing, selling, transferring, or exchanging products, services and/or information using computer networks mostly the Internet and Intranets.” Gomez (2012) argued that e-commerce is useful for SMEs because they play a vital role in shaping the future economy and even considered as the backbone of industrial development of any nation. The SME sector has a huge potential not only to promote do-mestic-led growth but also to strengthen the infrastructure in the country. Moreover, in this new competitive e-environment, SMEs need to adopt innovative and in-formed e-marketing strategies to remain distinct, profita-ble and succeed in domestic and international markets.  The realization of the importance of ICT adoption in SMEs has motivated many countries to spend more on ICT solu-tions and awareness programs in order to gain the prom-ised benefits (Gomez, 2012; Abiso and Ajagbe, 2018). Re-searchers have discussed adoption of internet and e-business by SMEs in the developed countries (Solomon and Ajagbe, 2014). However, there are limited studies dis-cussing ICT adoption in developing countries. Despite the importance of ICT and the emphasis laid by various gov-ernments to encourage its adoption, SMEs have been slow in taking it up for various reasons. One of the reasons may be the perceptions that the benefits of ICT implementation may not outweigh the cost. Dixon (2010) revealed that Ma-laysian SMEs were slow in the adoption of internet-based ICT due to their perceived lack of necessity for their busi-nesses and also due to financial constraints. Gomez (2012) examined the relationships between use of ICT, the bene-fits a firm derives from membership in a rural business cluster and the success of rural companies.   Agwu and Murray (2015) stressed that a well articulated e-commerce within an organisation often facilitates growth and expansion.  Awiagah et al. (2015) however stated that the application and use of e-commerce in developing countries can lead to substantial savings in communication costs, marketing, advertising, as well as production pro-cesses and the delivery of goods and services to various parts of the globe. MacGregor (2010) further stressed that the possibility of shopping online from anywhere is the most obvious and most commonly cited advantage of e-commerce, and was found to be the most important per-ceived consumer benefits of internet shopping. Saffu et al. (2012) in the submissions argued that since the boundaries of e-commerce are not defined by geographical or national borders, consumers will benefit from a wide selection of vendors and products, including a wider availability of hard-to-find products. Thus, the objective of this research is to explore the perceived benefits of adoption of e-commerce technology among small and medium sized enterprises in Nigeria. Hence, the main research question of this study is: how beneficial is the adoption of e-commerce technology among small and medium sized enterprises in Nigeria? 
    3 METHODOLOGY  

The qualitative research paradigm was chosen for this study because a review of the literature indicated a need for a better understanding of the experience of owners of 

SMEs in Nigeria who have used e-commerce technology in their day to day business operations (Ajagbe, 2014; Ajagbe, et al., 2015; Abiso, 2017). This study employs purposeful sampling and the case study as a reporting mechanism. The researchers used the organisational unit of analysis to measure the selected sample population for the study. The triangulation technique was used by collecting data with the use of multiple approachies. This study followed an inductive qualitative approach, and consisted of an aver-age of 67 minutes interviews with about 25 participants from selected SMEs in Maiduguri city, Nigeria which have high rates of internet penetration. The respondents are SMEs owners who have adopted electronic commerce technology in their business operations. Initial data was coded to indicate the concept or di-mension it represents, and the researcher linked concepts together into a theory, or explanation of the phenomenon studied. Tesch (1990) posited that analyzing qualitative data requires understanding how to make sense of text and images so that you can form answers to your research questions. Creswell (2007) opined that qualitative research is an interpretative research, in which you make a personal assessment as to a description that fits the situation or themes that capture the major categories of information. The interpretation that you make of a transcript, for exam-ple, differs from that someone else makes.  This does not mean that your interpretation is better or more accurate; it simply means that you bring your own perspective to your interpretation (Taylor et al., 2006). For the purpose of this analysis, the researcher used both “in vivo codes and lean codes” because it was sometimes discovered to be neces-sary to use the codes exactly the same way the participants mentioned during the interview, while other situations warrants the researcher to rephrase the words in his own words. Table 1 showed the result of the coding process.  Table 1: Result of the coding process Major Emerging Code Sub-Codes Coding Catego-ries 
Benefits of E-Commerce   2 Sub-Codes 112 Codes 
Main Code 2 Sub-Codes 112 Codes 
4 ANALYSIS OF DEMOGRAPHIC PROFILE   
    Analysis of the gender profile revealed that 06(24%) among 25 respondents are females while 19(76%) among 25 respondents are males. This is an indication that majori-ty of the respondents interviewed are males. It could also mean that more males are involved in trading activities in northern part of Nigeria.  
 Analysis of the educational profile revealed that 01(4%) among 25 respondents are master degree graduate, 09(36%) among 25 respondents have bachelor degree, 08(32%) among 25 respondents have OND/NCE and 07(28%) among 25 respondents have SSCE/PSLC. This in-dicates that majority of the respondents have requisite lev-el of education to participate in the interview.  
Analysis of the SMEs surveyed revealed that supermarkets 
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consisting of 9 participants and represents 36% of the par-ticipants of the study, restaurants consisting of 10 partici-pants represents 40% of the participants of the study, boutique consisting of 4 participants represents 16% of the participants of the study and furniture consisting of 2 par-ticipants represents 8% of the total participants inter-viewed for the study. 
5 INTERVIEW ANALYSIS AND DISCUSSION  
5.1 Emerging Themes from the Study 
5.1.1 Benefits of Adoption of E-Commerce as an Entrepreneur      Saffu et al. (2012) argued that SMEs have actively searched for methods that are suitable to adopt and inte-grate e-commerce into their business processes. The au-thors suggested the benefits of e-commerce implementa-tion are; increased sales, improved profitability, increased productivity, reduced costs associated with inventory, pro-curement and distribution, improving the quality of ser-vice, and guarantee competitive position. This statement compliments the result of this study about the need to un-derstand the benefits of adopting e-commerce technology by SME owners. Analysis of interview transcript revealed that they benefits of adopting e-commerce technology by SMEs include; reduction of stress, less time consuming, it help in reducing the movement of money from one loca-tion to another, makes business transaction less cumber-some for the participants. This enhances customers’ satis-faction as business funds are secured and proper account-ability is encouraged. Respondent 12 who is an SME own-er mentioned that: 
“I am glad that we invested in E-Commerce because it makes it easy for me to oversee my business from afar and monitor other branches without been physically present. It makes work easy for our employees and also helps in smooth running of our business activities” 
     In addition, Ghobakhloo et al. (2011) examined the adoption of e-commerce by SMEs and found that SMEs could gain competitive advantage through adopting e-commerce as it could improve their market performance by having better access to the market. Oluyinka et al. (2014) found among other issues that SMEs markets need-ed a high degree of human interaction.  
5.1.2 Benefits of Adoption of E-Commerce as a Customer Thus, interview analysis indicated that they benefits of adopting e-commerce technology by customers of small and medium sized enterprises include; It makes their transaction or buying easy, It reduces stress of going to bank, It makes the business customer friendly, they enjoy cashless system of payment, customers feel comfortable with service and product delivery. However, in line with the current findings, MacGregor (2010) stressed that the possibility of shopping online from anywhere is the most obvious and most commonly cited advantage of e-commerce, and was found to be the most important per-ceived consumer benefits of internet shopping. Saffu et al. (2012) in their submissions argued that since the bounda-ries of e-commerce are not defined by geographical or na-tional borders, consumers will benefit from a wide selec-

tion of vendors and products, including a wider availabil-ity of hard-to-find products. According to respondent 15 who is an owner of a supermarket stressed that: 
“electronic commerce makes it less stressful and less cumbersome for his customers to shop for goods and services because they can make payment at the comfort of their home and receive goods within a short period of time”.  
     5.1.3 Benefits of Adoption of Electronic Commerce as an Organization In this study, findings from analysed interview transcript revealed that to a great extent introduction of e-commerce enhances positive business operations. It increases the rate of customer participation, provides suitable environment for competition, increase in income and enhances ease of work. In addition, electronic commerce increases the rate of customer patronage, it improves efficiency of doing business and enhances ease of work processes on the side of the employees. Thus, one of the respondents who is an owner of a furniture outlet stressed that;  
“adoption of e-commerce technology bring the following benefits to the firm; enhances production and product delivery, interna-tionalisation, increase in income and ease of work, increases the number of customers to the firm, reduces the movement of cash both from customer and organization (RES 4)”. 
    The findings from this research is consistent with previ-ous findings from Agwu and Murray (2015), who stressed that a well articulated e-commerce within an organization often facilitates growth and expansion.  Awiagah et al. (2015) however stated that the application and use of e-commerce in developing countries can lead to substantial savings in communication costs, marketing, advertising, as well as production processes and the delivery of goods and services to various parts of the globe.  
 Category of Re-sponses  No of Responses %age of Re-sponses Yes, Beneficial  22 88 No, don’t think so 03 12 
 25 100 
Table 2: Benefits of Adoption of E-Commerce 
However, from table 2 above, analysis of interview tran-script indicated that 22(88%) among 25 respondents men-tioned that they use of e-commerce is beneficial to their organizations, whereas 03(12%) among 25 respondents do not think that adopting internet technology is beneficial to their business operation. Table 2 showed responses from participants who believed that adoption of e-commerce is beneficial to SMEs as it emerged from the coded interview transcript.  
6 CONCLUSSION 
The aim of this study was to find out the benefits of e-commerce adoption among SMEs in Nigeria. This study reported that the three categories of people who benefit from e-commerce adoption in Nigeria are the entrepre-
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neurs himself, the customers and the organization. In this, study the entrepreneurs revealed that they have benefited; through increased sales, improved profitability, increased productivity, reduced costs associated with inventory, pro-curement and distribution, improving the quality of ser-vice, product and service awareness, and guarantee com-petitive position. However, from the perspective of the business owners, their customers have also benefited from e-commerce technology adoption because: it makes trans-action or buying easy, reduces the stress of going to bank, enjoy cashless system of buying, customers can make their choice online, comfortability with product delivery. From the perspective of the business owners, their organization has benefitted from adopting e-commerce technology in areas of: increased business expansion, enhanced profita-bility, internationalization of business operations, strong competitive advantage, improved organization image and integrity.  This study recommended that future authors could extend the data collection to customers and SME managers in order to compare their perspectives to that provided by the entrepreneurs or business owners. Also themes that have emerged from this study could be quan-titatively tested to determine the generalizability of find-ings from this study. 
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Abstract— This paper seeks to analyse the impact of liquidity management on profitability within the Nigerian deposit money banks. This will cover the period of ten years (2007-2016). Five banks have been chosen to represent the population of the twenty-four deposit money banks in Nigeria. The liquidity indicators square measure quick ratio, cash ratio, current ratio and liquidity coverage ratio, whereas return on equity (ROE) and return on assets (ROA) were proxies for profita-bility. Regression analysis was used to test the hypothesis. The findings indicate that liquidity management considerably impact on the performance of deposit money banks The empirical results additionally shows that a rise within the quick ratio of accessible funds results in a rise within the profitability, whereas a rise within the cash ratio and the liquidity coverage ratio results in decrease within the profitability of the deposit cash banks in Nigeria. Recommendation therefore is that for economic, effective, efficient management of liquidity, the banks ought to adopt a general framework for liquidi-ty management, additionally competent personnel’s ought to be used to enable them get optimum result for profitability. 
Keywords: liquidity; profitability; return on asset; return on equity 

1 INTRODUCTION  
Generally, the maintenance of adequate liquidity level plays a really vital role within the effective operations of all organisations all over the globe; liquidity management could be a notion that's obtaining serious attention above all thanks to the present financial situations and the state of the global economy, (IBE 2013). Some of the outstanding corporate goals embody the necessity to maximise profit, sustain a high level of liquidity so as to ensure safety, reach the best level of owner’s internet value as well as the at-tainment of alternative company objectives. The im-portance of liquidity management as it affects the compa-ny gain in today’s business can't be over stressed. Liquidity plays a serious role within the effective functioning of a business organisation. Therefore, a firm ought to make sure that it doesn't suffer from lack of or excess liquidity to fulfil its short compulsions.  The Basel committee, in response to the worldwide monetary crisis of 2007 – 2010, has projected a replacement set of liquidity needs to enhance its revised framework of capital needs (Calomiris et al 2012). As a results of the sig-nificant reliance of banks on financial organisation loaning throughout the crisis, policy manufacturers clearly would love to scale back the dependence of deposit cash banks on the investor of expedient, and therefore encourage banks to limit or self-insure (through money asset holdings) a number of their liquidity risk. In every system, there are major elements that are vital for the survival of the system; this is also applicable to the financial system. The financial institution have contributed vastly to the  growth of the entire financial system, as they provide an efficient institu-tional method through which resources can be mobilized 

and directed from less productive uses to more productive uses. Deposit money banks have become a very necessary establishment within the financial system as it helps in facilitating the movement (of financial/ mone-tary/economic) assets that are less desirable to the more desirable public who requires the financial assets.  An ad-equate financial intermediation needs the attention and focus of the bank management to the profitability and li-quidity, which are the two conflicting objectives of the de-posit money banks. These objectives are parallel in the sense that an attempt for a bank to attain higher profitabil-ity can bit by bit destroy its liquidity and solvency position and contrariwise (Eljelly 2004). Practically, profitability and liquidity is an effective indica-tor of the company wealth and performance of not solely deposit money bank but to all or any profit orienting ven-ture. These performance indicators are vital to the share-holders and depositors who are major publics of a bank. because the shareholders expect the bank to extend loan-ing so as to grant them maximum return in money invest-ed with whereas the investor expect the bank to keep abundant idle cash in order to fulfil their demand. With the conflict arising between profitability and liquidity, shareholders and depositors interest, there is a need for reconciliation and harmonization through effective and efficient liquidity management to ensure the survival and growth of deposit money banks. Deposit money banks that aim to survive must be aware of the challenges of its liquidity and profitability as both factors can affect a bank’s growth and sustainability. Therefore, the main purpose of this study is to examine the 
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relationship between liquidity and profitability on deposit money banks in Nigeria.  From the roles of the financial institution, the deposit money banks make use of idle funds borrowed from the lenders (those who deposit their money into the bank) by investing such funds in other classes of financial assets investment for profit purposes. However, they can be faced with problems, since these deposits which have been invested by the banks for profit maximization can be de-manded for at any time by the owners. When the bank is not able to meet their financial obligations, the public be-gins to lose confidence and these will cause lot of competi-tion to the financial sector. With the increasing level of competition in the banking industry ( currently twenty-four deposit money banks in Nigeria), every deposit mon-ey bank would strive to operate on profit and at the same time meet the financial demand of its depositors by main-taining adequate liquidity. The question then becomes; what is the best optimum solution to maintain proper profitability and liquidity in the banking sector? Where is the breakeven point between the two objectives? These questions have become a problem in the financial world as large number of banks are basically concern with profit maximization and tend to neglect the importance of liquid-ity management and these can lead to technical and legal financial condition. For the fact that the deposit money banks operate on liquidity and profitability motives in the mind to satisfy their major publics, the shareholders and depositors, the stakeholders in all, the need arise for them to bring into agreement these two motives. With this the deposit money bank need effective and efficient liquidity management approaches and principles that will help them realize these motives. The result gotten form this study will reveal the level of attachment of the deposit money banks to the monetary policies (liquidity ratios) established by the gov-ernment and these will help the government to set appro-priate liquidity ratio’s and cash ratio’s that will not be harmful to the operation and survival of the deposit mon-ey banks.   
 The outline of the paper are as follows: Section one is the introduction, section two reviews related literature, section three is the research methodology and section four is the summary, conclusion and recommendations of the paper. 
1.1 Research Question The study seeks to answer the question below: 

 Is there any significant relationship between li-quidity and profitability on deposit money banks in Nigeria?  
2 LITERATURE REVIEW 

This chapter presents the literature review and it is 

subdivided into different sections namely: conceptual framework (this review different authors’ definitions re-lated to the studies); theoretical review (this review the theories related to work); and the empirical review (this section review other past literature as well to the relation to the work.  
2.1 Conceptual Framework Liquidity is the rapidity and ease at which assets and be turned into cash without loss of interest and capital to meet financial obligations. Examples include: cash re-serves, government debts securities etc. Liquidity is an important factor in order to meet everyday withdrawal demands at all times (Francis 2016). Banks should have sufficient number of profitable assets in order to pay divi-dends to their shareholders and still be able to transfer to reserve. Samiksha (2013) noted that it is important in order to meet everyday withdrawal demands at all times. There-fore for any bank to survive successfully and subsequently maintain the public trust and confidence in banking opera-tions, it has to adopt liquidity management measures that shall put in place an adequate liquidity so that the various demands of customers shall always be met. If a bank re-fuses to maintain adequate liquid assets in their banking management, it stands the risk of endangering its existence by losing its various customers and public confidence in its operations. Profitability is the basic objective of any busi-ness and that is why shareholders always ask for returns on their investments. The opportunity cost of remaining liquid is returns foregone by not investing in assets with 
higher rate of return. The conflict between the need for banks to remain liquid and the need to pursue profitability work in differ-ent directions to resolve this conflict, the bank manage-ment should be able to satisfy the demands of the oppos-ing group which are shareholders whom are concerned with profitability and depositors whom are concerned with liquidity.  
2.1 Theoretical Literature There are several theories that have been put forward which seek to provide insight into the underlying relation-ship between liquidity and profitability of deposit money banks. Some of which includes: 

 Deposit money Loan Theory This theory maintains that a deposit money bank’s li-quidity would be assured as long as assets were held in short term loans that would be liquidated in the normal course of business. Banks are expected to finance the movement of goods through the successive stages of pro-duction to consumption or what would be called today as inventory or working capital loans. 
 The Shift Ability Theory The shift ability theory is based on the proposition 
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that the assets the banks hold are either to be sold to other lenders or investors or shifted to central bank which stands ready to purchase assets offered for sale. 
 The Anticipated Income theory  This theory holds that liquidity can be ensured if scheduled loan payments are made on future income of the borrower. This theory relates loan repayment to in-come than rely on collateral. This theory also holds that a banks liability can be influenced by the maturity pattern of loans and investment portfolios.  
 The Liability Management Theory The liability management theory holds that banks can meet their liquidity requirement by bidding in the market for additional funds to meet loan demand and deposit withdrawal. 

2.2 Empirical Literature Andrew and Osuji (2013) analysed the efficiency of liquidity management and banking performance in Nige-ria using a survey design. The findings showed that there is a significant relationship between efficient liquidity management and banking performance. Francis, Frank and Raymond (2013) examined liquid-ity management and the performance of banks in Nigeria within the period 2000-2010. It studied the relationship between the variables of bank performance and those of liquidity management using bank deposit, cash reserve requirement, bank investment, and cash ratio as indicators. The sources of data were mainly collected from CBN’s sta-tistical bulletin. The data sourced were analyzed using simple percentages and simple regression model. Howev-er, findings from the study indicated that a strong relation-ship exists between bank deposit and bank reserve re-quirement, and bank investment and cash ratio. The study recommended that banks should not focus purely on de-posits but rather other measures be adopted to reduce il-liquidity in this sector. Godwin Bassey (2015) investigated the liquidity-profitability trade off of deposit money banks in Nigeria by carrying out a study on fifteen deposit money banks in Nigeria and covered a panel data of 2010 to 2012. The study adopted the Ordinary Least Squares (OLS) method of analysis to analyse the data. The outcomes gotten from this study discovered that there may be a statistically rela-tionship between financial institution liquidity measures-current ratio, liquid ratio, cash ratio, loans to deposit ratio, loans to asset ratio- and return on equity.  Uremadu (2012) examined the effect of capital struc-ture and liquidity on the profitability of selected Nigerian banks within the period 1980-2006. The method of analysis adopted was the descriptive statistics and regressive dis-tributed lag (ARDL) model. The results showed there is a positive and significant relationship between cash reserve 

ratio, liquidity ratio, corporate income tax and banks’ prof-itability 
3 RESEARCH METHODOLOGY 

Research is conducted on five deposit money banks in Nigeria which include UBA, ACCESS, ZENITH, ECO and FIRST Bank. The reason for this study is to decide the impact of liquidity administration on productivity in de-posit money bank performance. Data is taken from finan-cial annual reports of banks for the period of 10 years 2007-2016. It is Descriptive in nature and makes use of quantita-tive analysis. Our main focus is Profitability and Liquidity.  Profitability: There are various methods used for measur-ing profitability of an organisation. For the purpose of this study, the profitability of these banks will be determined using the return on asset and return on equity (ROA and ROE) Liquidity: The liquidity will be calculated using Quick ratio, capital ratio, net credit facilities to total assets and liquid assets ratio Population: It covers the 24 deposit money banks in Nige-ria Sample size: For the purpose of this study, the sample size is the five selected banks; UBA, ACCESS, ZENITH, ECO and FIRST Bank. Data Analysis: To understand approximately the connec-tion between dependent proxies of profitability and inde-pendent proxies of liquidity variables of banks, a pooled analysis will be used. This will help us find the correlation and regression between profitability (dependent variable) and liquidity (independent variable).  
ROAit=β0+β1QR. +β2CRi+β3LCRi+ɛi………………...1 
ROEit=β0+β1QR. +β2CRi+β3LCRi+ɛi…………....……2  
4 RESULTS 
Table 1 shows the mean, standard deviation, count, mini-mum and maximum qualities of data. 

 

TABLE 1: Descriptive Statistics 
 N Mini-mum Max-imum 

Mean Std. Devi-ation 
ROA 50 .009 .250 .06116 .076999 
ROE 50 .060 1.290 .16812 .165386 
QR 50 .130 1.500 1.25620 .194158 
CR 50 .220 .660 .49620 .086753 
LCR 50 .390 1.050 .57330 .222028 
Valid N 50     
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TABLE 2:  Correlation  

Correlation1 is significant at the 0.05 level (2-tailed)   
a. Dependent Variable: ROA 

b. Predictors: (Constant), LCR, QR, CR  The R square from the table is at 17.3%. This shows the level of dependence on the independent variable.  The de-pendent variables have a strong relationship with the in-dependent variables. The dispersion of data is at 11.9%.  The Analysis of Variance (ANOVA as shown in Table 4 shows significant level of 0.031; hence, we accept H1 and reject H0. There is a significant level of relationship be-tween Return on asset and liquidity.  

          
           

 
Likewise the ROE, 

 
4. ANALYSIS AND DISCUSSION OF RESULTS 
     From the table, the relationship between the variables are been shown, the cash ratio has a negative relationship with the ROE and quick ratio but has a positive relation-ship with ROA, cash ratio and the liquidity coverage ratio. 

Corre-lation ROA ROE QR CR LCR 
ROA 1 -.021 .073 -.312* -.358* 
ROE -.021 1 .178 -.083 -.280* 
QR .073 .178 1 -.099 -.187 

CR .312* -.083 -.099 1 .308* 
LCR -.358* -.280* -.187 .308* 1 

Table 3: Model Summary 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .416a .173 .119 .072255 

Table 4: ANOVA 
Model Sum of Squares df Mean Square F Sig. 
Regres-sion .050 3 .017 3.215 .031b 

Residual .240 46 .005   
Total .291 49    

Table 5: Model 
Model Unstandardized Coefficients Stand-ardized Coeffi-cients 

t Sig. 

B Std. Er-ror Beta 
(Con-stant) .219 .097  2.259 .029 
QR -.001 .054 -.003 -.022 .983 
CR -.198 .125 -.223 -1.584 .120 
LCR -.101 .050 -.290 -2.029 .048 

Table 6: Model Summary 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .308a .095 .036 .162388 

a. Dependent Variable: ROE b.  Predictors: (Constant), LCR, QR, CR 

                                                                        

Table 7: ANOVA 
Model Sum of Squares df Mean Square F Sig. 
Regres-sion .127 3 .042 1.609 .200b 
Residual 1.213 46 .026   
Total 1.340 49    

 Table 8 
Model Unstandard-ized Coeffi-cients 

Stand-ardized Coeffi-cients 

t Sig. 

B Std. Error Beta 
(Con-stant) .130 .218  .595 .554 
QR .111 .122 .131 .914 .366 
CR .019 .281 .010 .067 .947 
LCR -.193 .111 -.259 -1.731 .090 
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Also the Return on asset has a positive relationship with ROA and quick ratio but has a negative relationship with ROE, cash ratio and LCR.  The R square also shows a high level of dependence on the independent variable.  Based on the research findings, it can be concluded that there is an effect of the liquidity management on profitability as measured by return on asset or equity (ROE or ROA), where the effect of the quick ratios on the profitability is positive when measured by ROA and ROE, and the effect of cash ratio on profitability is positive as measured by ROA.   
5. CONCLUSION AND RECOMMENDATION 

This research aims at investigating empirically the impact of liquidity management on profitability of Nige-rian deposit money banks, and how these banks can keep balance between liquidity and profitability.  It is recom-mended that there is a need to invest the excess of liquidi-ty available at the banks, in various aspects of investments in order to increase the banks’ profitability and to get ben-efits from the time value of the available money, also the banks should adopt a general framework for liquidity management to assure a sufficient liquidity for executing their works efficiently.  6. REFERENCES 
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Abstract—This study explored the awareness and readiness to adopt e-commerce by small and medium firms (SMFs) in Borno State, Nigeria. A semi-structured interview guide was used to collect data from 25 SMF owners in Maiduguri city. Recorded data were transcribed verbatim, coded and manually analysed through thematic and content analysis technique. This study reported that SMFs in Nigeria fully understand the concept of e-commerce as described by various respondents. Also, this study found that adoption of e-commerce technology by SMFs depends on managements’ decision and readiness. In addition, some SMFs are already adopting and some are ready to adopt e-commerce in the day to day transactions of their businesses provided appropriate infrastructure and encouragement are made available by govern-ment.  
Keyword— Small and Medium Firms, E-Commerce Readiness, E-Commerce Awareness, Technology Adop-tion, Nigeria. 

1 INTRODUCTION  
The background of this research contain a short re-view of archival studies relating to the concept of small and medium firms (SMFs), the electronic commerce (e-commerce) technology concept, level of awareness and readiness to adopt electronic commerce, and importance of e-commerce technology among SMFs. In the following section, the researchers presented the methodology, the analysis of demographic profile, interview analysis and discussion, and conclusion of the research.   2 BACKGROUND OF THE STUDY 
In the developed countries of Western Europe, North America and the newly industrializing countries of Asia, research has shown that a consensus exist among SMF owners that implementation of e-commerce technology will transform business activities (Oluyinka et al., 2014; Abiso and Ajagbe, 2018). However, in Nigeria, there is a copycat approach in adopting e-commerce technology (Usoro, 2010). However, for Jamali et al. (2015), family SMFs beign the majority of businesses and are the most spread businesses across the world, play a dominant role in the global economy. This is done by creating a safe and transparent investment environment and overcoming the milieu of economic crisis. Ukoha et al. (2011) stressed that family SMFs are the crucial sector, not merely based on their critical involvement in economy, but that they pre-sent long-term steadiness and responsibility. They repre-sent 70-90% of the global gross domestic product (GDP), 50% of the GDP and employment in US (Oluyinka et al., 2014; Olatokun and Kebonye, 2010). In Europe, over 60% of the business organizations in most of the industries are SMFs (OECD 2009). In Australia, two-thirds of SMFs are dominant form of business (Voges and Pulakanam, 2011). 

Whereas in Japan, over 90% of local ventures are SMFs, 95% of the private firms in the Middle East are dominated by small and medium firms sector. This comprise of about 98% of businesses in Iran (Usoro, 2010; Ukoha et al., 2011; Jamali et al., 2015b). Hence, national economic growth in many societies are highly dependent on contribution from family SMFs. Thus, such group of firms has direct impact on poverty reduction and employment. Eventhough, as argued by Ukoha et al. (2011) that the adoption of e-commerce by SMFs in Nigeria is a new de-velopment, the internet services have widely been accept-ed among large and some medium sized firms. Thus, most SMFs are still lagging behind in the adoption of e-trading. Nonetheless, the inability of this category of firms to take advantage of this innovative technology forms the crux of this research. Previous studies have shown that the adoption of information technology (IT) by SMFs is still lower than expected in Nigeria and many other de-veloping countries (Usoro, 2010; Oluyinka et al., 2014). Several barriers to IT adoption have been identified, in-cluding: lack of knowledge about the potential of IT, a shortage of resources such as financial and expertise, and lack of skills. Many studies have also focused on identify-ing the determinants that influence IT adoption (Sharma et al., 2013; Abiso, 2017; Abiso and Ajagbe, 2018). Some studies looked into a broader perspective of Internet adoption and found that environmental factors such as government intervention, public administration, and ex-ternal pressure from competitors, suppliers, and buyers play the key role in the adoption and implementation of information technology, especially in e-commerce (Sharma et al., 2013). Other studies focused instead on the organi-zational factors, such as organization support and man-agement support; however, few studies focused on skills and use among the owners (Jamali et al., 2015; Usoro, 2010). Hence, this study focussed on the awareness and 
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readiness of adoption of e-commerce technology among small and medium firms in Nigeria. Agwu and Murray (2015) argued that the adoption of e-commerce is depends specifically, on cultural, social, legal, economic, political context and physical infrastruc-tures which could vary significantly among countries. However, research on information communication tech-nology (ICT) related areas and essentially e-commerce has emphasized on developed countries (Jamali et al., 2015; Dahnil et al., 2014). Thus, in emerging nations, e-commerce presently ocupy a substantial portion of small firms activities and it is believed that it will grow continu-ously over time. Hence, the growth of e-commerce has resulted in notable impact on the overall economy through its impact on productivity and inflation (Abiso and Ajagbe, 2018). Nevertheless, Abiso (2017) concluded that consumers have the option to enjoy the benefit of re-duction in costs in terms of the time and effort needed to initiate and conclude business dealings. There is insufficient research in the domain of e-commerce in developing nations with particular emphasy on Nigeria. Though, the few available studies in this area have laid more emphasis on South Africa (Ayo et al., 2011; Abiso, 2017). However, considering the insufficient study in e-commerce activity in developing nations, there might be need to think that outcomes from research carried out in developed countries may not be applicable to develop-ing countries. Thus, one might argue that findings from developed countries are not directly transferable to devel-oping countries and that differences in country-contexts can lead to varying adoption and impact patterns of ICT (Agwu and Murray, 2015; Ukoha et al., 2011).  Dahnil et al. (2014) posited that online trading has exposed new set of social and ethical concerns as writters with opposing views are concerned about online privacy. However, highlighting these concerns will therefore not be out of place as it will help to deepen our understanding as well as give assurance that will remove doubts in the adoption of e-commerce (Agwu and Murray, 2015;  Jamali et al., 2015). In view of this, the e-commerce adoption lit-erature has implied that in order to successfully imple-ment e-commerce in developing countries, SMFs are re-quired to be both internally and externally ready. Alatawi et al. (2013) defined this readiness in-term of electronic readiness of an SMF as the ability of a firm to successfully adopt, use, and benefit from e- commerce. Ahn and Mat-sui (2011) demonstrated that in initial adoption of e-commerce in developing countries, internal (organisation-al) readiness is essentially important. Saffu et al. (2008) defined internal e-commerce readiness as the availability of financial and technological capabilities, the interest of entrepreneurs and or senior managers to adopt e-commerce, e-commerce technology infrastructure, firm’s compatibility, as well as culture and values. On the other hand, the readiness of external trading partners to adopt e-commerce will in no small measure determine institu-tionalisation of e-commerce in developing countries (Aziz, 2010; Solomon and Ajagbe, 2014). Hence, the necessity of business maturity regarding the readiness prior to e-commerce adoption in developing countries is important to be discussed.      Zhu and Thatcher (2010) reported that in a typical e-

commerce adoption model, perceived benefits, firm size and readiness and external and competitive pressures are important factors to consider. In addition, anticipated op-erational supports, cost reduction and social approval; and application complexity and providers’ views are amongst the major factors. Abiso and Ajagbe (2018) found that though the aforementioned essential adoption motivators and/or barriers have an impact, studies and theories per-ceive management’s characteristics and supports, owners’ readiness and growth ambitions, managers knowledge and characteristics, managers’ belief differences, and man-agerial productivity as significant adoption predictors of e-commerce solutions that must complement existing fac-tors. Awa et al. (2015) observed that the adoption of e-commerce solutions depends on the functional and/or emotional feelings of decision makers, which reflect their attitudes, perceptions, psychographics and motivation. Kannabiran and Dharmalingam (2012) opined that entre-preneur or manager is essential for setting appropriate information communication technology goals, recognizing important information requirements, allocating resources, and managing executions. Considering the strengths of existing philosophies, entrepreneur’s position and reposi-tion firm’s strategic thrusts (Awa et al., 2011; Abiso and Ajagbe, 2018). They drive e-commerce solutions by shap-ing values and cognitive bases of dominant actors, particu-larly if it is viewed to contribute to the operational effi-ciency (Sharma et al., 2013). In their survey of SMFs in Por-tuguese manufacturing industry, Zeiller and Schauer (2011) found that the opinion of senior managers and atti-tudes towards adoption of information communication technology explain various corporate success stories. They argued from resource-based points that SMFs develop in-ternal skills, competences, and capabilities subject to senior manager’s views and attitudes towards implementation of ICT.  In view of this the major objective of this research is to find out the level of awareness and readiness of e-commerce technology adoption by SMFs in Borno state. However, the research question guiding this study is: What is the level of awareness and readiness of adoption of e-commerce technology and how is it been adopted among SMFs in Borno state? 
    3 METHODOLOGY  
The philosophy of this research was selected because a review of past studies revealed the urge to have a deep knowledge of the experience of entrepreneurs in Borno state who have implemented e-commerce technology in their daily activites (Ajagbe, 2014; Ajagbe et al., 2015). Hence, this study used purposeful sampling and the case study as a reporting approach. The study adopted the or-ganisational unit of analysis to determine the chosen sam-ple population for the study. The triangulation strategy was adopted by gathering information with the adoption of several techniques. This study used an inductive quali-tative strategy that consisted of an average of 65 minutes tape recorded discussions to obtain the perspectives of the SMF entrepreneurs about their awareness and readiness to adopt e-commerce technology in carrying out their busi-
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ness transactions. The researchers randomly selected 25 informants from among SMFs registered in Borno state. Most of the SMFs were selected from Maiduguri city be-cause of high rates of concentration of SMFs.  In order to present concepts or dimensions, data col-lected were transcribed and coded, and the investigator connected concept together into a theory, or explanation of the event studied. However, analyzing qualitative infor-mation entails having a vivid knowledge of how to make sense of text and images so that you can form answers to your research questions (Tesch, 1990). In the opinion of Creswell (2007), the qualitative study is an interpretative study, in which the researcher makes a personal evaluation as to an explanation that fits the situation or themes that capture the main themes of data. The interpretation that an author makes of a transcript, for instance, varies from that someone else makes. This does not mean that the interpre-tation of the first author is better or more accurate; Taylor et al. (2006) posited that it simply means that the author brings his own views to the interpretation. Nonetheless, in order to achieve the aim of this study, the authors used both “in vivo codes and lean codes”. This is because it was sometimes found to be essential to use the codes exactly the same way the informants described during the inter-view. However, other situations could warrant the authors to rephrase the words in their own words. Table 1 showed the result of the coding process for the study.  Table 1: Result of the Coding Process Major Emerging Codes Sub-Codes Coding Catego-ries 
Level of Aware-ness  6 Sub-Codes 95 Codes 

Level of Readiness  5 Sub-Codes 121 Codes 
2 Major Codes 11 Sub-Codes 216 Codes  

4 RESPONDENT’S PROFILING    
    Analysis of the gender profile revealed that 06(24%) among 25 respondents are females while 19(76%) among 25 respondents are males. This is an indication that majori-ty of the respondents interviewed are males. It could also mean that more males are involved in trading activities in Borno state. However, analysis of the educational profile revealed that 01(4%) among 25 respondents are master degree graduate, 09(36%) among 25 respondents have bachelor degree, 08(32%) among 25 respondents have OND/NCE and 07(28%) among 25 respondents have SSCE/PSLC. This indicated that majority of the respond-ents have requisite level of education to participate in the interview. However, analysis of the SMFs surveyed re-vealed that supermarkets consisting of 9 participants rep-resents 36% of the participants of the study, restaurants consisting of 10 participants represents 40% of the partici-pants of the study, boutique consisting of 4 participants represents 16% of the participants of the study and furni-ture consisting of 2 participants represents 8% of the total participants interviewed for the study. 
 

4  ANALYSIS AND DISCUSSION  
4.1 Emerging Themes from the Study 
4.1.1 Level of Awareness to Adopt E-Commerce Sharma et al. (2013) highlighted that e-commerce compris-es of exchanges of information to the customers and sup-pliers, resulting to the process of selling and carrying out business transactions through online platforms. The find-ings from existing studies is in line with that of this study which examined the level of knowledge or rather aware-ness of entrepreneurial business owners as important in-gredients of determining the implementation of e-commerce in Nigeria. However, in this study, e-commerce has been defined in various perspectives depending on the understanding of each individual. The concept of e-commerce was described as the use of more upgraded technological and electronic means to conduct business activities. In addition, it is the process by which businesses and consumers buy and sell goods through electronic plat-forms or medium. Simplistically put, e-commerce can also be viewed as cashless or rather electronic transactions or marketing. In another dimension, it can also be perceived as the process of engaging or using the internet to carry out business transactions. Respondent 10 who is an owner of a boutique described e-commerce as: 
“process whereby you adopt technology in business, cashless or rather electronic transaction, use of internet, machine or elec-tronic means to do business. It also involves the process by which businesses and consumers buy and sell goods through electronic medium”. 
     Though majority of respondents have described the concept of e-commerce based on their understanding, very few could not describe the term as reported in below quo-tation. As stated by RES 25 who owns a restaurant in the city:  
“I am not educated, so I do not have any idea of that terminolo-gy, hence we don’t use technology in running our business ac-tivities” 
This study found that the reason some SMF owners could not describe the term is due to their level of education and exposure. Abiso (2017) and Abiso and Ajagbe (2018) found that knowledge of entrepreneurial business owners and that of senior managers determine to a greater extent the extent or level of e-commerce implementation in Nigeria.   The table 2 below indicated that 18(72%) among 25 respondents mentioned that they are fully aware of the concept of e-commerce technology, 05(20%) among 25 re-spondents said that they are partially aware of the concept of e-commerce technology, while 02(05%) respondents pos-ited that they are unaware of the meaning of e-commerce technology. This indicated that majority of the respondents of this study are fully aware of the concept of e-commerce technology and are qualified to participate in this research. Table 3 showed some examples of SMFs that adopt e-commerce in their organization. This study also listed some of the electronic gadgets used by interviewed re-spondents in their day to day transactions  as; personal computer, point of sales machine, automated teller ma-chines, mobile phone, internet connections.  
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Table 2: Level of Awareness of E-commerce High Awareness 72% 
Low Awareness  20% 

Neutral            5%  
 100% 

 
Table 3: SMFs that Adopt Electronic Commerce 

Type of SMFs Name of SMFs 
Supermarkets Sidi Groceries and Prawns, Obynado Supermarket, Today Supermarket 
Restaurants Oasis Bakery, Mr. Biggs, Chicken Republic, Pinnacle Restuarants 
Furniture Allah Dey Furniture Works 
Online Super-markets Jumia, Jiji, Konga,  
Boutique  Amazing Royal Boutique 
Hair Care Salon AYB Hairdressing Salon 

4.1.2 Readiness of SMFs to Adopt E-Commerce 
     Table 4 below indicated that 15(60%) among 25 re-spondents agreed that they are fully ready and are already implementing e-commerce technology, 07(28%) among 25 respondents mentioned that they are partially ready in implementing e-commerce technology, while 03(12%) re-spondents posited that they are not yet ready to imple-ment e-commerce technology in their day to day business operation. The implication of this findings is that majority of the respondents of this study are fully ready and are implementing the use of e-commerce technology in con-ducting business transactions. This study also showed that adoption of e-commerce by SMFs depends on manage-ments’ decision and readiness. Hence, organizational read-iness was conceptualized as the knowledge, financial and technological capabilities at the disposal of the firm to adopt e-commerce technology (Saffu et al., 2011; Alawati et al., 2013). In addition, Ahn and Matsui (2011) argued that organizational readiness includes the interest of entrepre-neurs to implement ICT, existing technology infrastruc-ture, compatibility of the firm’s e-commerce, and culture and values. Table 4 showed the readiness of adoption of e-commerce technology among SMFs in Borno state. Accord-ing to respondent 07: 
“We are ready to implement e-commerce technology so as to bring up the name of the company and also partake in interna-tional trading i.e export of goods from one country to another”.  
Table 4: Readiness of SMFs to Adopt E-Commerce High Readiness 60% 

Low Readiness  28% 
Neutral            12%  

 100% 
 

5 CONCLUSIONS OF THE STUDY  
The intention of this study is to understand the level of awareness and readiness of e-commerce technology adop-tion by SMFs in Borno state. This study observed that on the average entrepreneurs has a broad understanding of the concept of e-commerce. Hence, they have described the concept to mean the use of more upgraded technological and electronic means to conduct business activities. In ad-dition, it is the process by which businesses and consum-ers buy and sell goods through electronic platforms or medium. On the readiness to adopt e-commerce among SMFs in Nigeria, this study found that many SMFs are already implementing e-commerce in their business opera-tions, some are partially implementing it, while very few are not willing to adopt it. Hence, majority of SMFs are fully ready and are implementing the use of e-commerce technology in conducting business transactions. It was however, evident that managements’ decision and readi-ness is a major determinant of e-commerce adoption. The authors suggested that considering the numerous benefits accruable to firms adopting e-commerce and its contribu-tions to national growth. Public policy makers are advised to introduce policies to encourage e-commerce adoption by firms particularly the small and medium sized firm’s sector.  In addition, since management decisions and read-iness influence e-commerce adoption, entrepreneurs are advised to be properly guided to improve their ICT knowledge as this will highten their enthusiasm in exper-imenting e-commerce technology adoption in conducting their business transactions. Future authors are advised to further this research by expanding their data collection to customers and suppliers perspectives to e-commerce adoption by SMFs. Also themes that have emerged from this study could be quantitatively tested to determine the generalizability of findings from this study.  
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Abstract—Monetary policy has been set up by government to regulate and measure the activities of commercial banks. The main objective of this study is to examine the relationship between monetary policy and commercial banks’ lending ability. For data analysis, the ordinary least square, unit root test, Johansen test for co-integration and VAR were used. The findings revealed that there is a relationship between monetary policy and bank lending in the economy. It is recom-mended that the reserve requirement be reduced in order to make more money available for banks to give out as credit to the investors. 
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1 INTRODUCTION  
Monetary policy refers to the aggregate of discretionary measures intended to regulate and control the money sup-ply in an economy by the monetary authorities with the perspective of attaining identified or aimed macro-economic goals.  In the Nigeria economy today monetary policy is the major tool embraced by the government to   guarantee total economic growth and advancement in or-der to accomplish specific predetermined macroeconomic goals. Monetary policy creates the major policy thrust of the government in the realization of various macro-economic objectives Since the late 1980’s monetary policy has become a major policy instrument in Nigeria, throughout this period CBN’s monetary policies focused on fixing and controlling interest rates and exchange rates, sectorial credit allocation, maneuvering of the discount rate and involving moral suasion   (Omankhanlen 2011). Lending which may be on short, medium or long-term basis is one of the services that commercial banks do provide to their customers. In other words, banks do grant loans and advances to individuals, business organizations as well as government in order to enable them set out on investment and development activities as a method of as-sisting their growth in particular or adding toward the economic improvement of a country in general. Commer-cial banks are the most vital savings mobilization and fi-nancial resource allocation institutions. Subsequently, the-se responsibilities make them important institutions in economic growth and development. 
1.1 Statement of the Research Problem One of the most difficult matters facing government is rec-ognizing the applicable level and form of intervention in 

the banking sector. Its efficiency as a regulator is a signifi-cant determinant of the overall efficiency of the economy. The level of regulatory interference may also establish whether financial markets can develop to their full poten-tial or not. Ultimately, any inefficiency must be funded by higher charges passed on to the economy as cost arising from stringent regulation. The more sophisticated the monetary policy, the greater its exposure to failure of banks to deliver against its promises (Udeh 2015). Accord-ing to Omankhanlen (2014) The Nigerian banking system can be said to be the one that does the essential role of aid-ing monetary policy implementation and facilitating the role of financial intermediation in the economyTherefore, since the introduction of monetary policy it has being no-ticed that policies implemented by the monetary authori-ties has not been effective on the deposit bank lending abil-ity which has reduced the performance of the bank within the financial system and their profitability  
1.2 Objectives of the Study The main objective of this research work is to establish the impact of monetary policy on commercial banks’ lending ability to the economy. The sub-objectives are as follows: i. To determine how money supply (M2) affects com-mercial bank lending ability in the economy. ii. To determine how interest rate affects commercial bank lending ability in the economy. iii. To determine how cash reserve ratio affects commer-cial bank lending ability in the economy. The research questions and hypotheses are drawn from the above objectives. 
1.3 Scope of the Study This scope of study will cover the period 1983-2016 that is 
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34 years in Nigeria. The data that will be used in this study will be secondary data. This study will focus on the per-formance of money supply, interest rate and cash ratio on lending of commercial banks in the economy. 1.4 Limitations On Bank Lending  The following are the factors that cause a constraint on commercial banks ability to lend to the economy: i. Liquidity  One of the greatest essential tasks faced by the manage-ment of commercial banks is ensuring sufficient liquidity. A bank is measured liquid if it has prepared access to in-stantly spendable funds at a rational cost at exactly the time the funds are required. This is stable with the results of Kashyap and Stein (2000) that banks amend their liquid-ity according to their recent investment opportunities, in-creasing liquidity when lending opportunities are poor and decreasing liquidity when lending opportunities im-prove. It should be noted that improved bank profits will re-enforce further bank loans and investments that further increases bank profits to ideal level. Insufficient liquidity is often one of the first signs that a bank is in serious finan-cial trouble. (Uremadu, 2012). The exact bank in question usually begins to lose deposits as persons out of fear with-draw their deposits from the bank; this erodes its supply of cash and forces the institution to dispose of its more liquid assets.  ii. Operational Orientation Medium to long-term loans tenors for loan facilities re-main a worrying some of investment risk for most banks in the emerging markets. For this category of loans the major cause of risk is the term structure of the deposit liabilities of these banks. On this count, banks operating in the emerging markets are mostly disadvantaged; they often rely on short-term funds or usually find it hard to attract long-term deposits to fund term loans.  In most cases, the incapability of the banks to invite long-term deposits is due to recurring unfavourable macro-economic issues, which make long-term financial planning almost practically impossible for most economic units. And lastly, Flaws in the Legal System 
2 RESEARCH METHODS 
For this study secondary data gotten from Central Bank of Nigeria (CBN), Statistical Bulletins and World Develop-ment indicator covering the periods of 1983 to 2016 will be used. This study will make use of Johansen co-integration analysis to investigate the effectiveness of money supply, interest rate and cash reserve ratio on the lending ability of the commercial banks to the economy. This analysis will be based on annual data; (E Views 5.0) will be applied in the data analysis where the lending will be the dependant var-iable and money supply, interest rate and liquidity ratio as independent variable. 

2.1 Model Specification The model for this study is specified below  DMBLA= b0 + b1M2 +b2INTR +b3CRR + ui       (1) DMBLA= Commercial banks loans and advances M2= Money supply INTR= Interest rate CRR= Cash reserve ratio Where the dependent variable is commercial banks loans and advances while independent is M2, interest rate and cash reserve ratio.  
2.2 Technique of Estimation To analyze the model represented above the ordinary least square method (OLS) will be used in addition to unit root test, Johansen test for co-integration and vector error cor-rection model 
2.3 Measurement of Variables In this study, commercial banks’ lending is proxied by the commercial banks loans and advances (DMBLA) while the monetary variables using M2, interest rate and cash reserve ratio 
3 EMPIRICAL ANALYSIS AND RESULTS 
Introduction This research work is primarily interested in finding out the relevance of selected monetary policy indicators in predicting the trends of banks’ lending in Nigeria from the period of 1983 to 2016. This estimation was done using E-views7.0. The empirical study is based on annual data from the Central Bank of Nigeria, (CBN,) Statistical Bulle-tin.  
3.1 Econometric Analysis  Unit root test The section examines the unit root property of the varia-bles in the model. This study utilized Philips–Perron (PP, 1998) unit root tests with the inclusion of intercepts com-ponents in the test.  Table 4.1: A Table showing the Unit Root Test Results 

1st Difference  Levels  
Varia-bles PP-Stats 

Criti-cal Value at 5% 

Re-marks PP-Sta-tistic 
Criti-cal Value at 5% 

Re-marks 

LLADVS -5.14 
-2.95 S 0.13 -2.95 N S 

LM2 0.12 -2.95 S 0.12 -2.95 N S 
LINTR -2.30 

-2.95 S -2.30 -2.95 N S 
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LCRR -2.11 
-2.95 S -2.11 -2.95 N S 

Source: Author’s Compilation from E-views 7.0 
Note: A variable is stationary when PP value is greater than the critical value. 
1LLADVS- Log of loans and advances 
2LM2 –log of broad money supply 
3LINTR- log of interest rates 
4LCRR- log of cash reserve ratio 
5S- Stationary 
6N S- Non Stationary The results are displayed in Table 1. The test statistics for the log levels of loan and advances, broad money sup-ply, interest rate and cash reserve ratio are statistically in-significant. This shows the null hypothesis of a unit root present among the series cannot be rejected at levels for all the variables. Hence, this study further applies the unit root tests to the first difference of all the variables. A sta-tionary series was obtained for all the variables at first dif-ference. The PP test rejects the joint unit root null hypothe-sis for each variable at the 5 per cent level. Thus, from the result of the tests, the unit roots tests indicate that each variable is integrated of order one process. The evidence of an integrated series is further subjected to long run rela-tionship test using Johansen co integration approach as shown in the subsequent table below; 2 Co integration test Table 2`: A Table showing Unrestricted Co integration Rank test 
Hypothe-sized No. Of CE(s) 

Eigen value Trace Statistic 0.05 Crit-ical Value Prob.** 

None*  0.525201  50.27814  47.85613  0.0291 At most 1  0.388413  26.44248  29.79707  0.1160 
At most 2  0.258967  10.70815  15.49471  0.2301 
At most 3  0.034317  1.117423  3.841466  0.2905 
Source: Author’s compilation from eviews 7.0 
 Table 3`: A Table showing Unrestricted Co integration Rank test 
Hypothesized No. Of CE(s) Max-Eigen Statistics  0.05 Critical Value Prob.** 
None  23.83566  27.58434  0.1406 
At most 1  15.73433  21.13162  0.2408 
At most 2  9.590729  14.26460  0.2402 
At most 3  1.117423  3.841466  0.2905 
Source: Author’s compilation from eviews 7.0 
 Generally, the existence of co integration signifies that there is at least one long-run equilibrium relationship among the variables. In this case, Granger causality exists among these variables in at least one way (Engle and Granger, 1987). The results of the long-run equilibrium relationship are presented in table 2 and 3 above. It shows that there exist at least one co integrating equation among the variables in the model. This conclusi 

on is reached by comparing the maximum Eigen value and trace statistics with their corresponding critical values. An Eigen value or trace statistics greater than the critical value indicates a co integrated series. As shown in table 2 and 3 the trace statistics indicates the presence one co integrating equation at 5 percent level of significance. This further re-veals the existence of a long-run equilibrium relationship among the variables estimated for the commercial banks’ lending. The VECM is used to correct the disequilibrium in the long run co integration relationship. It also tests for long and short-run causality among co integrated variables. The correction of the disequilibrium is achieved by the mean of the Error correction term (ECT).    Table 4: Normalized co integrating relationship 
Normalized co integrating coefficients (Standard error in parenthesis) 
LLADVS
1 LM22 LINTR3 LCRR4 

1.000000 1.093530 0.485198 - 0.110367 

 
(0.02379) (0.22387) (-0.07439) 
[45.9659521] [2.1673203] [-1.4836268] 

Source: Author’s Compilation from E-views 7.0 
Note: Standard error and T-statistics are stated in parenthesis as () and [] respec-
tively Table.4 shows result of the normalized co integration coef-ficients of the variables for the instance when there is at least one co integration equation as affirmed from table 4 with the trace statistics. The results in the table 4. are ex-plained in regard to the inverse signs and magnitude of the variables in the normalized co integration result. The probability value of the T-statistic is used to indicate the significance or otherwise of the independent variable in the long run equation.  Generally using the rule of thumb if the T-Statistics is 2 or greater than two, the variable is significant but if the reverse is the case then it is insignifi-cant. The result of the normalized co integrated relationship reveals a significant relationship between broad money supply, interest rate and banks’ loan and advances while cash reserve apparently reveals a less significant influence on commercial banks’ loan and advances within the scope of this study. Specifically, the result from table 4 shows a significant rela-tionship between money supply and banks lending at 1 percent level of significance. This further reveals that a percentage change in exchange results to a corresponding 1.094 percent change in lending. The analysis of the result shows a proportionate change in money supply leads to a more proportionate change in banks’ loan and advances holding other variables at a constant. The evidence from the elasticity estimate reveals that the degree of respon-
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siveness of banks’ lending to the variations in money sup-ply is greater than one and therefore elastic. This further shows that money supply plays a significant role in de-termining the banks’ lending in Nigeria. Hence in regard to the first objective of this study which is to determine how M2 affects commercial banks’ lending ability in the economy, it is observed that a percentage increase in mon-ey supply significantly increases commercial banks’ lend-ing by 1.094 percent at 1 percent significance level. There-fore the null hypothesis that M2 has no significant impact on the influence of commercial banks’ lending ability in the economy could be accepted by this study leading to the acceptance of the alternative hypothesis that M2 has a significant impact on the influence of commercial banks’ lending ability in the economy. The analysis of the estimated long run co efficient of inter-est reveals a significant long run relationship with banks’ lending at 5 percent level of significance. A percentage change in interest rate indicates 0.485 percentage change in banks’ loan and advances, all things being equal. The above evidence further reveals that a proportionate change in interest rate results to a less proportionate change in commercial banks’ lending. It therefore implies that the degree of the responsiveness of banks’ lending to the changes in interest rate is less than unit elasticity and thus inelastic. In respect to the second objective of the present study to determine how interest rate affects commercial bank lending ability in the economy, the evidence from the study shows there existence of a significant direct effect of interest rate on commercial banks’ lending ability.. Vector Error Correction  The vector error correction model shows the short run dy-namics between the variables in the co integration equa-tion estimating the error correction. Table 4 shows the es-timated coefficients for the error correction term based on the normalized commercial banks’ loan and advances model.   From table 4 the result shows that the coefficient of the estimated banks’ lending error correction result. The result of the error correction term as expected is negative and lies between zero and one and it is also significant at 5 percent level. The significance of the error correction model agrees with the co integration and gives the opinion that there is long run steady-state equilibrium between the level of share price index and the explanatory variables; exchange rate, inflation rate, interest rate and gross domestic prod-uct and oil prices. Table 5: A Table showing the Vector Error Correction Esti-mates 
Variable 

D(LLADVS) D(LM2) D(LINTR) D(LCRR) 
ECM (-1) 

-0.858816 0.161974 0.854438 -1.501539 
Standard Error (0.31502) (0.18307) (0.23490) (0.88093) 

T-Statistic [-2.72624] [ 0.88478] [ 3.63753] [-1.70450] 
Source: Author’s Compilation from E-views 7.0. Standard error and T-statistics 
are stated in parenthesis as () and [] respectively. 
The table above indicates that estimated lagged error cor-rection term for commercial bank lending model. The magnitude of the error correction term is negative and appropriately signed, its absolute value lies between zero and one, and it’s statistically significant. This suggests a long-run convergence of the model; it therefore implies that if any external shock is introduced into the model, the model would still converge back its equilibrium state with time. Evidence from result of the error correction estimate shows a relatively high speed of error adjustment of the model at 0.8588, this implies that 85.88 percent of current error in the model arising from exogenous shocks on the system would be corrected in the short run adjustment mechanism. These indicate that whenever there is the presence of external shock resulting to disequilibrium of the system, the system could easily make short-run ad-justments to re-establish long-run equilibrium given the high speed of adjustment from the short-run to the long-run equilibrium at 85.88 percent per time.   
4 RESEARCH FINDINGS, RECOMMENDATION AND CONCLUSION 
From the research findings it was confirmed that there is a relationship between monetary policy and bank lending as explained below.  1. Money supply (M2) has a significant relationship which means is one of the major determinant of bank lending, an increase in money supply to the economy leads to more proportionate change in bank lending. Cash reserve ratio shows an insignificant relationship it implies that it does not have an effect on bank lending rate. In signs and mag-nitude it shows an inverse relationship with lending rate which shows an increase in cash reserve ratio would result to a decline in bank’s lending capacity. 2. The positive relationship between interest rate (lending rate) and commercial banks loans and advances has impli-cations to the bank. If the lending interest rate is high as been determined by the bank the public will not be en-couraged to borrow from the bank this will lead to a de-cline in the bank lending to the public.  3. The negative relationship between cash reserve ratio and commercial banks loans and advances has implica-tions to the lending ability of the bank to the economy. The positive effect occurs only when the regulatory authorities reduces the cash reserve ratio set for the bank there will be enough funds which could encourage the bank to lend out to the economy, while the negative effect is when the cash reserve ratio set by the central bank is high and the bank is expected to meet up it the rate at which the banks would 
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lend out will be reduced therefore, affecting the lending ability of the bank negatively.  
4.1. RECOMMENDATIONS The recommendations from the findings are as follows:  1. It is recommended that government should put in place stringent rules and measures for M2 to increase lending through open market operations (OMO) by purchasing of government securities such as treasury bill, treasury bonds etc. so there will be money available for lending and this will reduce the lending interest rate so that it will be easier for customers to assess loans from the bank for investment purposes. 2. The Central Bank of Nigeria should implement cash re-serve ratio efficiently by increasing or reducing it as the economic parameters show.to boast lending and borrow-ing by investors.  4.2 CONCLUSION 
From the research findings it can be concluded that there is a relationship between monetary policy and bank lending and is one of the major factor that influences bank lending to customers.  
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Abstract— The purpose of this paper is to evaluate the existing studies on the relationship between merger and acquisi-tion with firm’s financial performance by using corporate governance as a moderator and address the need for similar analysis by analyzing merger and acquisition with firm’s performance in both developed and developing economies. The existing studies that measure the relationship between merger and acquisitions with performance in both developed and developing economies are found to be inconclusive and inconsistent in nature because of contradictory results in their findings. As a result of inconsistency and contradiction in previous literature, this study propose the need by introduce the corporate governance as a moderator between merger and acquisitions with firm’s performance. 
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1 INTRODUCTION  
Numerous researchers analyze the relationship of merger and acquisition with firm’s performance in developed economy (DE) and emerging economy (EE)(Alexandrou, Gounopoulos, & Thomas, 2014; Aybar & Ficici, 2009; Bertrand & Betschinger, 2012; Cortés, García, & Agudelo, 2015; Christine & Jagongo, 2018; Liao & Williams, 2008; Nicholson & Salaber, 2013; Sumon, Kumar, Bhaumik, & Selarka, 2012; Slovin, Sushka, & Hudson, 1991; Singal, 1996; Tao, Liu, Gao, & Xia, 2017; Weinberg, 1979). Interest-ingly, the importance of merger and acquisition and how it affects the level of firm’s performance in DE and EE have been driving the attention of many scholars [23]. Accord-ing to Lebedev et al., (2015) there are some significant differences in DE and EE, such as corporate governance practice, institutional background and market structure that lead to the different measure of M&As with firm’s performance. Bastomi et al. (2017) described corporate governance as a set of relationships between the company’s management, boards and shareholders and others who have an interest in the company by setting rules that resolve the potential conflict between managers and shareholders of a company.  Many researchers have focused on perfor mance of M&As in both developed and developing economy and found the mixed results, for instance (Aybar &Ficici, 2009) [14] in their study found Negative,  Sumon et al., (2012); Chari et al. (2010); Chi et al. (2011) Gubbi et al. (2010) [18]. Due to inconsistency in the previous literature, however this study will address the literature gap by introducing the corporate governance as a moderator (Baron & Kenny, 1986; Rezaul Kabir, 2017; Hair, Hult, & Ringle, 2017). Next 

section will discuss literature review, section 3 reveal the critical analysis and inconsistency in the previous literature of  performance of M&As in both DE and EE.  While section 5 discusses the theories and motivation of M&As, conclusion and suggestion for future research will follow in the final section.       This review specifically intends to evaluate theoretical and empirical literature related to M&As and financial performance with the moderation effect of corporate governance respectively, with a view of establishing areas of gaps for future research in both theoretical and methodological. Furthermore, it highlights the importance of more quantitative methods for in-depth understanding of the relationship between the three variables under review.    2    LITERATURE REVIEW 
Mergers has been defined as strategic and economic rea-sons that two or more companies come together to form a bigger company while acquisition entails a buy-over of one or more companies usually by a larger company (Aduloju, Awoponle, &. Oke, 2008).  The importance of M&As has been identified in the previ-ous literature. Some of these literatures found that M&As may increase efficiency [30] improve market power [31] enhance the management of resource over dependency (Piskorski, 2005; Pfeffer, 1972) reduce transaction costs [34] and operating costs [35].  
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2.1 Concept of Firm’s Financial Performance and Corpo-rate Governance 2.1 Firm’s Financial Performance       Performance of an organization can be identified in many ways. For instance,  Antony and Bhattacharyya (2010) defined performance as those measure that is used to assess and evaluate the achievement of an organization to generate and deliver value to its external as well as in-ternal customers. Performance can be measured on how well a firm can use their assets to generate revenue from their primary mode of operation [37]. Moreover, AbdulRasheed et al. (2012) sees performance as the capaci-ty of firm’s to maximize returns on investor’s funds.        It can also be referred to output achieved from the firm’s objectives through management operations [39]. Furthermore, Simons (2013) defined firm performance as a company’s activities interacting with different market mechanisms (financial factors and customers). In the fi-nancial market, potential investors, creditors, and stock-holders should be satisfied with performance of the com-pany using financial indicators (Hoque, 2004).         Some view performance from objective measures (fi-nancial) that comprises the use of a set of financial ratios or volume measures, with the most common indicators being annual profit, return on investment and revenue growth  (Henri, 2004; Hoque, 2004). In addition, Neely (2007) re-ported that there is numerous financial measures but mostly used include return on equity (ROE), return on assets (ROA), return on investment (ROI), value per em-ployee, earnings per share and profit margin.         Financial performance is a measure of company’s operations and policies in relation to monetary, these re-sults are reflected in the firm's return on assets, return on investment, capital base, value added, employee’s perfor-mance and customer loyalty [44], [45]. Financial perfor-mance measures are useful in furnishing financial infor-mation to their users for the assessment of the organiza-tion’s efficiency and effectiveness. Financial performance measures include return on net assets, branch profit and revenue growth [46].  According to Chibueze, Maxwell, and Osondu (2013) stock prices and its behavior reflect the performance of a firm. However, it was reported that volume of deposit, size of the firm, and its profitability could be deemed as more reliable indicators of firm’s performance [48]. Profit growth, sales growth,        and response to competition are also used in measuring financial performance by Bontis, Keow, and Richardson, (2000). Hamann, Schiemann, Bellora, and Guenther (2013) measured financial performance of an organisation through the use of stock market performance and accounting returns which comprise profitability and liquidity. It was also revealed by Murphy, Trailer, and Hill (1996) that profit efficiency and growth are the most frequently considered dimensions in measuring the firm’s performance. However, Jha and Hui 

(2012) measured performance of a firm by using return on assets (ROA) and return on equity (ROE). Similarly, financial performance of a firm are also measured by growth in deposit accounts, profit growth, ROA and balance sheet strength. Further more, the authours stress that they are most affected by fraud (Njenga & Osiemo, 2013). 
 2.2 Corporate Governance Corporate governance has recently attracted more attention from academic and regulators around the world. The purpose of the corporate governance is design to make sure managers will act to the shareholder’s interests [24]. The behavior of managers and firms owners became a major factor that needs attention in the implementation of corporate governance showed that improving the implementation of corporate governance can reduce credit risk and operational risk and increased financial performance [24]. The global financial crisis experience has prompted the necessity for increased effectiveness of corporate governance implementation. Various definations has been provided by the previous researchers. For instance, Bastomi et al. (2017) defined corporate governance as a set of relationships between the company’s shareholders, management, boards and others who have an interest in the company by setting rules that resolve the potential conflict between managers and shareholders of a company.  2.3 Empirical Studies on Merger and Acquisition and       Performance The review and findings on both M&As related to perfor-mance from the previous literature in developed and de-veloping countries appeared to be mixed. The results shows that, returns can either be positive, negative or no relationship [23]. Aybar and Ficici, (2009) examined the returns of emerging multinationals in the analysis of 433 M&As between the period of 1991 to 2004 and the result shows that, the private ownership of the target, relative size of the target and diversification bids are found posi-tively associated with abnormal returns.  Additionally, according to Bertrand and Betschinger (2012) when ana-lyzing the profitability of Russian firms also reported that M&A reduced the acquiring firm’s performance and indus-try concentration has positively moderates performance of M&As.      Sumon, Kumar, Bhaumik, and Selarka, (2012)  also re-vealed that, acquisitions made by Indian firms between 1995 to 2004 was mainly on concentrated ownership, and these findings indicate that, larger ownership concentra-tion of an acquirer’s management and foreign ownership increase acquisition’s performance positively.        According to Chari, Ouim, and Tesar (2010), analyzing the performance of M&As deals from 1986 to 2006 also reported a positive and significant return of a firm for de-
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veloped economy acquiring in emerging economy. In 2000 to 2007 the performance of acquisitions made by Indian firms reported that, there is a positive relationship be-tween performance and M&As which lead to the increase in shareholder valuchie in EE (Chi, Sun, & Young, 2011).  Gubbi, Aulakh, Ray, & Chittoor, 2010). Bhagat, Malhotra, and Zhu, (2011)  also report positive return on acquirers from EE and the majority of target firms are from DE but also suggested that, the performance is found to be posi-tively correlated with the quality of corporate governance in a host country.        However, Liao and Williams (2008) reported that, ac-quirers from DE lead to a higher increase in labor and productivity compared to domestic acquiring firms and acquirers from both DE and EE also lead to an increase in profits of a target firms more than domestic acquirers. However, they also revealed that, performance was neither positive nor negative on the M&As.   2.4 Inconsistency in the Literature         Many researchers have focused on the performance of M&As in both developed and developing economy and found the mixed results, for instance Bertrand & Betschinger, 2012) in his empirical study found Negative,  Bhagat et al., 2011; Chi et al. 2011; Sumon et al., 2012) and [18] found a Positive relationship while Liao and Williams (2008) after empirical study they found no relationship. Due to inconsistency in the previous literature. However, this study will address the literature gap by introducing the corporate governance as a moderator in order to ad-dress this inconsistency in the literature.          Figure 1.1 The conceptual framework of merger and ac-quisition and performance with moderation effect of cor-porate governance  3   CRITICAL ANALYSIS AND INCONSISTENCY IN THE PREVIOUS LITERATURE OF  PERFORMANCE OF M&AS IN BOTH DE AND EE. 
     Weinberg  (1979) conducted an emperical study on  alternatives for restructuring the railroads for parallel mergers in USA. The study used 221 Railroad Transportation Company between the period of 1967 to 1971 and found that the horizontal mergers achieve higher gains in market share than vertical or mixed transactions. Market shares reflect the underlying cost, service quality 

improvements, merger-related cost savings, performance enhanced positavely in terminal operations and overshadow those in line-haul operations.       Slovin et al., (1991) investigated the effect of deregulation, contestability and airline acquisitions in USA. The study used the data 42 air transportation in USA between 1965 to 1988 and foud that the shareholder of acquiring and target firms had a significant positive abnormal returns. However, abnormal returns for acquiring firms decrease and abnormal returns for target firms increase after deregulation while firms earn positive average abnormal returns for transactions with nontrivial changes in industry concentration, but after deregulation, transactions have no significant valuation effects on rival firms.       Singal (1996) investigated 42 airline mergers in USA between 1985 to 1988 and found that the acquiring and target firms earn significantly positive abnormal returns in contrast to rival firms' stockholders that on average neither benefit nor lose from transactions due to contradictory effects of more efficient operations and less competition. Samitas and Kenourgios  (2007) investigated the tramp shipping firm’s stock returns when they announced M&As of 15 water transportation companies in USA. The empirical study found that the abnormal return was significant and positive after the announcement of the M&As and remains stable especially for the tramp shipping firms that do not serve standardized routes but announcement of transactions have a direct positive impact on stock value.        Darkow, Kaup, and Schiereck, (2008) investigated the value implication of 200 logistics M&A that have taken place between 1991 to 2006 in Freight transportation com-pany and found that Cross-border transactions generate significantly higher returns than national ones and transactions with large volumes appear more successful than smaller ones whereas the positive abnormal returns for shareholders of acquirer firms, target firms and the combined entity appears to be found. Transactions with large volumes appeared more successful than smaller ones whereas the positive abnormal returns for shareholders of acquirer firms, target firms and the combined entity appears to be found. Liao and Williams, (2008) An empiri-cal study conducted between 1998 to 2005 and identified 74 cross-border M&A transactions in which international banks acquired ownership stakes in 46 listed banks in emerging market economies and found that the situations was sensitive to the nationality of acquiring banks. The results are not consistent across every window length which make the result of M&As neither positive nor negetive.       Chari and Tesar, (2010) investigated public and private M&As  in 1986 to 2006 developed market acquirer’s expe-rienced positive and significant abnormal returns of 1.16% on average over a three day event window. Moreover, the 
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positive acquirer returns and dollar value gains appeared to be unique to emerging market M&A. The greater in lack of equality between DE and emerging market organizations the higher the positive acquirer’s returns for DE. Kammlott and Schiereck, (2011) investigated a M&As of 213 Water Transportation company and used the data between 1980 to 2007 and found a negative abnormal returns for the acquirers' shareholders but shows a positive abnormal returns for the targets' shareholders. Transnational transactions exhibit significant negative abnormal returns for acquirers with regional differences while European transactions are evaluated more significant successful than those from Asia. Andreou, Louca, and Panayides, (2012)  investigated and found a  positive deal value accrues mostly to targets shareholders rather than to acquirers shareholders. Acquirer returns are positively influenced by friendly transactions.        Bertrand and Betschinger, (2012) based on a sample of 600 acquirers showed that both domestic and international acquisitions tend to reduce the performance of acquirers compared to non-acquiring firms and the result indicated that, there is a negative effects associated with acquisitions. However, the firm resources are relevance and can be leveraged in domestic deals to improve the impact of acquisitions and there is no indication that, agency problems are the driving factor of the negative effect in long term performance of acquisitions. Nicholson and Salaber, (2013) this study investigated the cross border acquisitions using nd the result showed that the acquirers from both countries gain more abnormal returns if the target firm is situated in a developed nation. Moreover, developed markets have more advanced tangible and intangible resources and reliable institutional rules to enjoy the advantages and increase the value of  their shareholders in cross border acquisitios. Alexandrou et al., (2014) results showed a positive abnormal returns for both shareholders of acquirer firms and shareholder of target firms. Moreover, acquirers' shareholder gains significantly across maritime sectors and regions but are generally driven by higher acquirer profitability, smaller acquirer size, stock financing and cross border deals.      Cortés et al., (2015)  the target firms realize significant positive abnormal returns especially in cases where transactions are considered to be strategic and the shareholders expect the integration to create substantial synergies. However, acquirers' shareholders do not realize significant abnormal changes in stock returns around the transaction announcement. Tao et al., (2017) this study investigated 165 listed Chines firms between 2000 to 2012 and the study found that, on average, cross-border M&As by Chinese listed firms produced a positive market reaction by producing positive abnormal returns to shareholdings of acquiring firms. Christine and Jagongo, (2018) studied the M&As of 9 commercial bank in kenya by using the data of 2010 to 2017 and found that the 

operational synergy, differential efficiency, risk diversification and market share development as indicators of M&A have a positive significant influence on the financial performance of commercial banks in Kenya. The variables explained 98.2% of the changes in financial performance of the commercial banks.  4   THE THEORIES AND MOTIVATION OF MERGER AND ACQUISITIONS 
       Some theories advanced to justify the impact of M&As and can be classified in to value increasing theory and val-ue decreasing theory. Value increasing theory explained that mergers occurs simply to generate synergy between acquired and target which in turn increase performance of the firms. Examples of these theories are the financial syn-ergy theory, differential efficiency theory and Hubris theo-ry while value decreasing theory predict that merger may fail to create value [63]. 
4.1 Financial Synergy Theory      This theory is a combination of firms with different cash flow positions and investment opportunities may produce a financial synergy effect and achieve less cost of capital. Moreover, the financial synergy theory also states that when the cash flow rate of the acquirer is greater than that of the acquired firm, it means that the capital is relocated to the acquired firm and its investment opportunities tend to improve [64] 
 4.2 Differential Efficiency Theory        The efficiency theory of M&As states that, firms that operate below their potential or have low efficiency are likely to be acquired by more efficient firm in other to achieve the increase level of  efficiency of firm and by com-ing together they would also have the managerial ability to improve performance. However, difficulty would arise when the acquiring firm overestimates its impact on im-proving the performance of the acquired firm and this may result in the acquirer paying too much for the acquired firm. Alternatively, the acquirer may not be able to im-prove the acquired firm’s performance up to the level of the acquisition value given to it. This theory also suggest that, the synergy of M&As can only be achieved when both firms are expected to make a deal and benefited from it (Christine & Jagongo, 2018; Trautwein, 1990). 
4.3 Hubris Theory         Hubris theory establishes a psychological approach to explain M&As. The theory suggests that managers may have good intentions in increasing their firm’s perfor-mance but being overconfident, they overestimate their abilities to create synergies. It further states that the man-agement of acquiring firms over rates their ability to eval-uate potential acquisition targets which typically results in 
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erroneous decisions of overprice, overconfidence and lead to the probability of overpaying (Christine & Jagongo, 2018; Roll, 1986) 
 Table 3.1 Summary of the critical analysis and incomsistency in the previous literature of  performance of M&As in both DE and EE.  

Author/Year Firm Type Period/ Sample Size Key Findings 
Weinberg,  1979 Railroad transportation in USA 

1967–1971/ 221 With regard to geographical configuration, horizontal mergers achieve higher gains in market share than vertical or mixed transactions. Market share reflect the underlying cost, service quality improvements, merger related cost savings, performance improvements in terminal operations and outweigh those in line haul operations. 
Slovin, Sushka, & Hudson,  1991 

Air transportation in USA 
1965–1988/ 42 For the shareholder of acquiring and target firms there is a significant positive abnormal returns. However, abnormal returns for acquiring firms decrease and abnormal returns for target firms increase after deregulation while firms earn positive average abnormal returns for transactions with nontrivial changes in industry concentration, but after deregulation, transactions have no significant valuation effects on rival firms 

Singal, 1996  Air transportation in USA 
1985–1988 /42 The acquiring and target firms earn significantly positive abnormal returns in contrast to rival firms' stockholders that on average neither benefit nor lose from transactions due to contradictory effects of more efficient opera-tions and less competition. Consolidating transactions in which both firms operate in the same geographic market are expected to induce significantly higher efficiency and market power gains than expanding transactions and abnormal stock returns are correlated with profit changes due to market anticipation. 

Samitas, G, Kenourgios, & F, 2007 
Water transportation in USA 

2000–2007/15 The abnormal return is significant and positive after the announcement of the M&As and remains stable especially for the tramp shipping firms that do not serve standardized routes but announcement of transactions have a direct positive impact on stock value. 
Darkow, Kaup, & Schiereck, 2008 

Freight transportation 
1991–2006/200 Cross-border transactions generate significantly higher returns than national ones and transactions with large volumes appear more successful than smaller ones whereas the positive abnormal returns for shareholders of acquirer firms, target firms and the combined entity appears to be found.  From an acquirer's perspective focusing transactions perform better than diversifying ones. 

Liao & Williams, 2008 
Some US and Europe Banks 

1998-2005/74 The circumstances are delicate to the nationality of acquiring banks, the markets seem to value US and Dutch bank purchases but the results are not consistent to every window measurement that made the outcome of  M&As appears to be neither positive nor negetive. 
Chari Liao & Williams, Ouim, 2010 

Public and private M&A from Thomson’s data base 

1986-2006/2218 The evidence suggests that, the acquirer’s returns shows a significant increase when they acquire control of EE targets while domestic M&A transactions and distribution of gains shifts in favor of acquiring firms.  The greater lack of equality between DE and emerging market institutions, the higher positive acquirer’s returns for DE. 
Kammlott & Schiereck, 2011  

Water transportation 
1980–2007/213 The result shows a negative abnormal returns for the acquirers' shareholders but shows a positive abnormal returns for the targets' shareholders.  Transnational transactions exhibit significant negative abnormal returns for acquirers with regional differences while European transactions are evaluated more significant successful than those from Asia. 

Oghojafor, A, Adebisi, & Abayomi, 2012 

Commercial Banks in Nigeria 
2001-2010/5 This evident showed that the merger and acquisition was only able to res-cue the banks from collapse in 2005, however, the financial indices showed an improved performance after merger, but it did not translate into objec-tives of repositioning the banking sector for effective performance. 

Andreou, Freight 1980– Positive deal value accrues mostly to targets shareholders rather than to 
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Louca, & Panayides, 2012 
transportation in USA 2009/289 acquirers shareholders. Acquirer returns are positively influenced by friendly transactions. 

Bertrand & Betschinger, 2012 
Zephir & Ruslana Stock exchange data base 

1999-2008/609 The resul indicates that, there is a negative effects associated with acquisitions. However, the firm resources are relevance and can be leveraged in domestic deals to improve the impact of acquisitions and there is no evidence that, agency problems are the driving factor of the negative effect in long-term performance of acquisitions. 
Nicholson & Salaber, 2013 Thomson’s data stream (Shezhen, Shanghai and Indian Stock exchange) 

2000-2010/389 when the target firm is located in a developed country, the acquirers from both nations gain more returns. Moreover, developed markets have more advanced tangible and intangible resources and consistent institutional rules to enjoy the advantages and increase the value of  their shareholders. 

Alexandrou,Gounopoulos,& Thomas, 2014 

Water transportation 
1984–2011/1266 Results showsa positive abnormal returns for both shareholders of acquirer firms and shareholder of target firms. Moreover, acquirers' shareholder gains significantly across maritime sectors and regions but are generally driven by, higher acquirer profitability, smaller acquirer size,            stock financing and cross-border deals. 

Cortés, García, & Agudelo, 2015 

Air transportation in South America 

1996–2013/28 Target firms realize significant positive abnormal returns especially in cases where transactions are considered to be strategic and the shareholders expect the integration to create substantial synergies. However, acquirers' shareholders do not realize significant abnormal changes in stock returns around the transaction announcement.                
Kuriakose & Paul, 2016 Sample Bank merger deals in India 

2000-2011/10 The acquirer banks profitability improved compared to target banks, again a bidder banks have shown better results in terms of profits, that is net profit after tax, earning per share, return on asset (ROA) and return on equity (ROE) in a situation of pre-merger performance. 
Tao, Liu, Gao, & Xia, 2017 

Listed Chinese firms 
2000-2012/165 The findings show that, on average, cross-border M&As by Chinese listed firms generated a positive market reaction by producing positive abnormal returns to the shareholdings of acquiring firms 

Christine & Jagongo, 2018 
Commercial Banks 2010-2017/9 

2010-2017/9 Operational synergy, differential efficiency, risk diversification and market share development as indicators of M&A have a positive significant influence on the financial performance of the commercial banks in Kenya. The variables explained 98.2% of the changes in financial performance of the commercial banks. 
 5 CORPORATE GOVERNANCE AND FIRMS PERFORMANCE. 

       Al-Saidi & Al-Shammari (2013) stated that, corporate governance allows for better monitoring so that the managers can make decisions in the interest of their shareholders such as financing in a project that can yieled a positive net present value and improves protection to the shareholders by reducing the opportunistic practice of the managers that can decreases firm value. Therefore, firms more likely to have a higher firm value if the corporate governance are well implimented [70]. For the firms value-maximizing shareholders are likely to favor risky capitalization strategies compared to managers, especially such strategies may enhance firm’s prospects of receiving generous layouts in the event of failure [71]. According to 

Siagian, Siregar, and Rahadian (2013) a set of governance practice can be implemented to ease the agency problems. Previous studies related to the corporate governance have been conducted especially in the effect on firm perfor-mance. For example in research conducted by Hoque, Islam, and Ahmed 2013; Kusmayadi, 2012; Outa and Waweru 2016) found that corporate governance had a pos-itive effect on financial performance. During the Asian financial crisis, five East Asian countries was reported to have a positive relationship  between corporate govern-ance and firms performance [75]. Consistent with the above studies, Siagian et al. (2013) reported that corporate governance is positively associated with firm value for public firms in Indonesia.        In addition, Durnev and Kim (2005) found firms with higher governance and clearness rankings have more 
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valued in stock markets.  Ashbaugh, Collins, and LaFond (2004) found that firms with improved governance have lesser cost of equity capital resulting in a better firm value. Furthermore, Bhagat and Bolton (2007) reported that, the empirical studies revealed on how corporate governance index with performance was strongly correlated with stock returns during 1990s. Corporate governance does not always have a positive impact on the company’s performance immediately [24]. This is supported by (Aebi, Sabato, and Schmid, 2012; Halbouni, Obeid, and Garbou 2016) which stated that corporate governance practiced, have no significant effect on financial performance. More-over, Hassan and Tamimi, (2012) reported an insignifi-cance relationship between corporate governance and UAE Nation’s bank performance. 

         Moreover, Buallay and Hamdan, (2017) revealed that there was a significant impact between the size of the Board of Directors, ownership and firm's performance. The study examined the relationship between corporate gov-ernance and performance of Saudi companies listed on the stock exchange in a sample of 171 listed companies for period of 2012 to 2014 using ROA to measure operational performance, ROE to measure financial performance and Tobin’s Q to measures market performance. The results shows the positive significant effect of audit committee on ROA, Tobin’s Q and firm performance. While the effect of internal audit on ROA was found to be positively signifi-cant, the effect of the same variable on Tobin’s Q was not supported by the results of the empirical study.  
        

 
 
 

Figure 5.1 Background model of the relationship between board of directors and firm’s performance. 
5.1 Links between boards of directors to firm’s perfor-mance       The links between boards of directors and firm perfor-mance are usually follow either one of two paths but the dominant path is that of agency theorist, who contend that the most significant activity for boards is monitoring man-agement on behalf of shareholders while effective monitor-ing can improve firm performance by reducing agency costs [83]. The researchers further examined the relation-ship between proxies for board incentives to monitor both board dependence and firm performance and revealed that, there is no statistical support for a relationship be-tween board incentives to monitor and firm performance (Dalton, Daily, Certo & Roengpitya 2003; Dalton, Daily, & Johnson, 1998)       The second path researchers take the study of boards and firm performance based on resource dependence theo-ry. In this research scholars examine the relationship be-tween the board as a provider of resources for example advice, legitimacy and counsel links to other organizations and firm performance but their primary concern in this research tradition is what they refer to as board capital 

[83]. Resource dependence theorists examine how board capital leads to the provision of resources to the firm. Em-pirical studies in the resource dependence tradition have shown a relationship between board capital and firm per-formance (Boyd, 1999; Dalton, Daily, & Ellstrand, 1999; Pfeffer, 1972).  
5.2 Board capital to firm performance      Many researchers in resource dependence perspective have linked board capital directly to the provision of re-sources and firm performance, in the hypothesis is that, board capital is positively associated with the provision of resources by the board, which in turn, is positively associ-ated with firm performance [83]. conclusively [88] argue that board capital improves monitoring directly which also improves performance. 
5.3 Monitoring to firm performance      According to agency theory, monitoring is the primary function of board incentives while agency theorists acknowledge that boards of directors varies in their incen-tives to monitor in order to protect shareholder interests, 
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as a result of that incentives are important for effective monitoring. Agency theorists suggest that when incentives are aligned with shareholders' interests, boards will be more effective to monitor management and also improves performance (Fama, 1980; Company, Jensen, & Meckling, 1976) 
5.4 Provision of resources to firm performance      Although resource dependence logic suggested that board's provision of resources is related directly to firm performance [83]. Provision of resources help reduce de-pendency between the organization and external contin-gencies [91], diminish uncertainty for the firm [33], lower transaction costs and ultimately aid in the survival of the firm [92]. 
5.5 Board of Incentives to firm performance     The agency theorists have argued for a direct relation-ship between board incentives and monitoring [83]. How-ever, behavioral scientists has regarded incentives as im-portant factor for moderating between individual's ability and his or her performance. [93] 
6  CONCLUSION 
      This paper is an attempt to identify the literature gaps in the study of M&A and performance of  firms and the study controbuted to the literature in so many ways. In the first attempt in the literature, we comprehensively review the previous studies on M&A in both DE and EE and summarised the key findings in the relationship between M&A and performace of firms. After the searching and reviewing the literature we found that there are serious inconsistency and contradictory results that does exist in the relationship between  M&A and performance. Based on the literature, we integrate the findings to develop a propositions and suggest the solution for the inconsistency and contradictory results on the relationship between M&A and firm’s performance.  Secondly, based on the literature, this study found that, one of the most important corporate governance mechanism i.e board of directors are both internally and externally assocaited with higher firms performance, the study also suggest that corporate governance mechanisms can be introduce as a moderator in the relationship between M&A and firms performance to find a soluton in the literature and findings in both DE and EE. Moreover, the study found some advanced theories to justify the impact of M&A and explained that M&A can simply gernerate synergy between acquirer and target and also increase firm’s performance.  At this juncture, researchers believe that firm performance may be influenced by well-structured and functional board's directors to achieve a desired firm’s performance with their role in monitoring the managerial operations of 

a firm [94]. However, the empirical relationships between M&As and firms performance are not without controversy but the activities of M&As are increasingly undertaken by a number of firms, not only in DE but also in EE. However, this paper contributes by investigating the moderating effect of corporate governance on the relationship between merger and acquisition and firm’s performance (Baron & Kenny, 1986; Rezaul Kabir, 2017; Hair et al., 2017)  6.1   Suggestion for future research      This study evaluated the theoretical and empirical literature related to M&As and firm’s performance and the areas of gaps for future research. Both theoretical and methodological have been able to be established. Furthermore, it highlights the importance of more quantitative methods for in-depth understanding of the relationship between the three variables under review. Therefore, future researchers may find them useful for empirical investigation.  REFERENCES 
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Abstract— This study develops a research proposal to exam the relationship between knowledge management with busi-ness performance in small size enterprises in China. The author also tries to figure out the critical impact factors that af-fect the business performance in these enterprises during implementation the knowledge management process. In the rele-vant fields, the researcher figures out the important variables including: knowledge management, business performance, strategy, organizational culture, organizational processes, leadership, technology, corporate politics, and educational level.  
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1 INTRODUCTION  
The concept of knowledge management was established in the early 90s in last century. Most of the large enterprises have enough resources to develop and implement their enough knowledge management system and utilize into their business developing process (Heisig 2003). Knowledge management efforts typically focus on organi-zational objectives such as improved performance, com-petitive advantage, innovation, the sharing of lessons learned, integration and continuous improvement of the organization. These efforts overlap with organizational learning and may be distinguished from that by a greater focus on the management of knowledge as a strategic asset and on encouraging the sharing of knowledge (Gold and Arvind Malhotra 2001).  Nowadays, the technology has been developed faster than ever before, change is the only certain factor that can be confirmed today. Due to the rapid change of the market and customer needs, the enterprises must be more compet-itive than before, that means the enterprise must improve themselves in all aspects, then, it can only catch up with the trends. To do that, the enterprises need to be faster to create, share and use the new knowledge, since in today’s new economic circumstance, knowledge is the main factor to push the economic growths. It is estimate that 80 per-cent of the economic growth depends on the new knowledge in this century (McDermott 1999). 
1.1 Problem Statement The enterprises in China today must face a new era which is the Era of knowledge management. With the fast devel-opment of the economic since the 2000, the economic cir-cumstance, economic policies, rules and regulations, and the concept of business management have been different from the old days, the manufactural industry need innova-tion, the marketing need innovation, and the management methods need innovation as well. Knowledge manage-ment is the core content of the business management and innovation in the recent year in all the industries in China. There are good opportunities for the enterprises in China to develop their own knowledge management system and implement that into their business development process 

due to the advantages of using the internet and infor-mation technology (Lee and Choi 2003).  However, according to the statistic, 99% of the enterprises in China belongs to the small size enterprises, its number already over 70 million by the end of 2016. In this context, it is necessary to analyse the circumstances within these enterprises in China, whether there are issues that will affect the implementation of knowledge management and business performance. Firstly, there is limited resources to establish and carry out the knowledge management sys-tem in these small size enterprises in China.  Furthermore, the culture of knowledge management has not been adopted by most of the small size enterprises in China. In most of the small size business in China, most of the employees don’t obtain higher education. Therefore, it is difficult to raise the awareness of the importance on knowledge management concept into the workers, and most of them don’t even believe the values of implement the system. It will take quite a long time with great effort to foster this knowledge management concept into the culture of these small size enterprises (David and Fahey 2000).  Hence, most of the employees don’t understand how to implement the knowledge management system, as it was mentioned above, the educational level among most of employees in the small size business in China is consid-ered as low. The consequence is the small size enterprises in China spend lots of money and resources to build the knowledge management system, however, due to the above issues mentioned above, the system has not been operated and implemented into real practice. It made these small size enterprises waste a lot of money and lose the confidence in knowledge management (Bhatt 2001). 
1.2 Research Gap The previous study and research already stated the im-portance of the knowledge management in the business development process, however, according to the litera-tures, most of the enterprises that develop and implement the knowledge management system in the business devel-opment are belong to the larger companies which have enough resources. This is lack of study in the field of knowledge management in the small size organizations in 
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the developing countries, especially in the emerging mar-ket like China. Therefore, this study will figure out wheth-er the knowledge management will help most of these small size companies in China with their sustainable busi-ness development. Hence, this study will try to identify the main factors that impact the implement of the knowledge management in these small size companies in China.     
1.3 Significance of Research The findings of this research will help the small size enter-prises in China to confirm that whether the implementa-tion of knowledge management will help them with their business development, and it will also help them enter-prises in China to identify the factors that prevent the im-plementation of the knowledge management in their or-ganization. Therefore, the findings of the study can help the management level in these Chinese enterprises to de-cide whether they should use their limited resource in de-veloping a knowledge management system into their own organization and help these managers to predict the issues that will happened during the implementation of the knowledge management system in their business.    
1.4 Objective of the Research The main objective of this research is to find out whether the knowledge management will help the business per-formance in the small size enterprises in China. And the sub-objective of this study is to figure out the factors that prevent the knowledge management implementation in these small size enterprises in China. 
1.5 Research Question There are two research questions that conducted base on the objectives above.  Research Question 1: What is the relationship in between knowledge management and business performance in small size enterprises in China?  Research Question 2: What are the factors that impact the knowledge management and business performance in small size enterprises in China? 
1.6 Operational Definition of Concepts Operational definition of concepts explains the meanings of certain words or phrases that using in this research pro-posal.  Small size enterprises: The business has less than 100 em-ployees in China; Higher education: Formal learning after completion of secondary school in colleges or universities including vo-cational schools.  
1.7 Scope of the Study This study is conducted to identify the factors that affect the correlation between knowledge management and business performance in the small size enterprises in Chi-na. Besides that, the study also focuses on whether there is a significant relationship between knowledge management and business performance in the small size enterprises in China. The study will adopt a quantitative approach, all the data will be collected through the survey question-

naire, the questionnaire will send to 1000 small enterprises in China by email.   
1.8 Type of Research The research proposal studies the issues that faced by the small enterprises in China will adopt the quantitative re-search method with questionnaire as the research instru-ment. By using quantitative research method, with the questionnaire answered by the study population in China, the result will be able to answer the research question and hypothesis.    
2 LITERATURE REVIEW 
2.1 Theoretical Background This research paper is based on the theory of planned be-havior (TPB). TPB is a theory that links human’s beliefs and behavior. The concept was proposed by Icek Ajzen to improve on the predictive power of the theory of reasoned action by including perceived behavioral control. It has been applied to studies of the relations among beliefs, atti-tudes, behavioral intentions, and behaviors in various fields. The theory states that attitude toward behavior, subjective norms, and perceived behavioral control, to-gether shape an individual's behavioral intentions and behaviors (Davenport, De Long, and Beers 1998). 
2.2 Knowledge Management in Enterprises Knowledge includes experiences, values, professional opinions, and various aspects. Usually, it has been categized as tacit knowledge and explicit knowledge. Ex-plicit knowledge means the knowledge that can be ex-pressed by words, figures, or tables; and it is able to com-municate and code. On the other hands, tacit knowledge means the knowledge that can’t expressed directly, but need a long time to understand, like personal skills and experiences (Tuomi 1999).  Knowledge management is a new way of management idea, different scholars and researchers have their own opinion towards knowledge management. Although this concept only started from early 90s in last century, due to the rapid development of technology, there is a need of knowledge management in sustainable business develop-ment. Today, knowledge management in the concept of business development means manage the knowledge into a systemic way and coordinate the business management during business development process (Swan et al. 1999).  There are totally four parts in knowledge management namely: knowledge creating, knowledge sharing, knowledge using, and knowledge managing. These knowledge is usually from the employees, customers, competitors, and publics; then it will be divide into useful and irrelevant information, only the useful one will be transfer into knowledge; next step will be knowledge in-novation, including employees, customers, and company itself; last, these knowledges will be shared and updated in the business processes (Darroch and McNaughton 2002).  
2.3 Business Performance Factors Business performance usually refer to the capability of sustainable business development. According to the previ-

 



Proceedings of ICGET 2018 Danting 

195  

ous research, it has been proven that human resources management, marketing strategies, customer relationships, customer satisfactions have the relationships with business performance, besides that, the official websites and organ-izational culture also have impact towards the business performance. On the other hands, it can be measured the business performance in the following 5 factors: profitabil-ity in the industry, level of business development, reputa-tion in the industry, branding value in the industry, and its knowledge management capability (Darroch 2005). 
2.4 Knowledge Management & Business Performance According to the previous study, it is stated that knowledge management capability the only reason that enterprises have the capability of sustainable development and to be competitive in the industry. That is because some elements like the plants, facilities and objectives can be imitated. However, the knowledges within the enterprises can not be imitated. Therefore, to be competitive and dom-inated in the industry, investing in knowledge manage-ment and establish own knowledge management system within the enterprise is the most effective way (Alavi and Leidner 1999).   It has been proven that with the good capability of knowledge management, the enterprises can have better business performance. For example, innovation of a new product or service, it will start from the customers knowledge management, from the useful information that gather from the customers, with the knowledge within the enterprise, the company is able to transfer these knowledge into new products or service to fulfil the needs of customers. In this case, customers provide tacit knowledge and enterprise provide explicit knowledge, and with the information and knowledge from both side, a new knowledge is created and transferred into new prod-ucts and services to fulfil the market needs and consumer desires. This kind of products and services could help the enterprise to obtain a group of loyal customers, which will contribute the sustainable business performance for the enterprises. On the other hand, without good knowledge management system and implementation in the enterpris-es, the organization will not be able to identify the market need or customer desires, then the new developed prod-ucts or services may not have satisfied the customers, which will result a sequence of bad influences to the en-terprises (Earl 2001).    
2.5 Factors Affect the Implementing Knowledge Man-agement According to the previous study and literature review, there are several factors that will impact relationship be-tween the knowledge management and business perfor-mance of small size enterprises during the process of im-plementing knowledge management (Yew Wong 2005): Strategy: it is essential to make sure that the knowledge management strategy coped with the organizational strat-egy. Therefore, when implement the knowledge manage-ment, it will enhance the business performance (Quintas, Lefere, and Jones 1997).    Organizational Culture: to adopt a habit of knowledge management into the enterprise is as important as the knowledge management system itself. Since, it is always 

the employees who create, share, use and manage the knowledge within the knowledge management system. Without a good habit of utilizing the knowledge manage-ment system among the enterprise as a culture, the knowledge management system can’t contribute to the business performance at all (Varun Grover 2001).  Organizational Processes: the knowledge management system need to cope with the organizational processes, then, it won’t be mess up during the implementation pro-cess. So, it is important to have a clear picture with fully understanding of the organizational processes when de-sign the knowledge management system in the first place.     Leadership: leadership is the key factors in all the opera-tional level, knowledge management implementation also requires strong leadership in all the management level within the organizational to ensure the system is utilized in the right way with the right person under the right posi-tion.    Technology: the knowledge management system usually required IT technology to support, therefore, a technology team or department with the newest technology is essen-tial all the time within the enterprises.   Corporate Politics: The organizational support and en-dorsement in the policy level is essential for the knowledge management system to be implement well dur-ing the business development process. By doing so, the employees will be encouraged to utilize the system in the daily business operation.  Educational level:  this is one of the most important factors that exist in most of the small size enterprises in China. Most of the employees don’t have higher education. It will be difficult for them to understand and operate the knowledge management system. 
3 RESEARCH METHODOLOGY 
3.1 Research Design This research is a quantitative research with survey ques-tionnaire that was approached for the data collection pur-pose; the study population are the small size enterprises in China and the questionnaires were send to them random-ly; after the data collection completed with the responded questionnaires, several analysis such as descriptive, corre-lation, regression and factor analysis will being taken place in order to investigate the relationship between the factors and the performance of small size enterprises in China.  This research is aimed to study the critical factors that im-pact the business performances of small size enterprises in China. The critical factors include: strategy, organizational culture, organizational processes, leadership, technology, corporate politics, and educational level of the employees. 
3.2 Sampling Design The research will be carried out in Mainland China. All the small size enterprises in China will be involved in this re-search.  Therefore, the study population in this study con-sists of over 70 million small size enterprises in China. According to the textbook, consider that confidence level as 95% with Margin of error, the population size of the study population (Small size enterprises in China) is more than 1 million, therefore, the sample size will be 385. 

 



Proceedings of ICGET 2018 Danting 

196  

The questionnaires will be send to the target population randomly, the selected sampling technique for this study will be convenience random sampling. 
3.3 Research Instrument Design The literature review will develop the research instru-ments. By utilizing the quantitative research method, ques-tionnaire as a research instrument will be used to figure out the factors that affect the business performances of small size enterprises in China. The questionnaire will be written in both English and Chinese. Pilot test with validi-ty and reliability will be conducting to ensure the ques-tions in the questionnaires are relevant to the research.   
3.4 Data Collection After consulting with the research supervisor and pilot test, the revised survey questionnaire will be send to 1925 of the target population randomly in China, since the Es-timated response rate is 20%, the duration of the data col-lection was designed as 3 months.  
4 CONCLUSIONS 
This study is to develop a research proposal to exam the relationship between knowledge management with busi-ness performance in small size enter-prises in China, and to figure out the critical impact factors that affect the busi-ness performance in these enterprises during implementa-tion the knowledge management process. By reviewing the literatures in the relevant fields, the researcher figures out the important variables includ-ing: knowledge man-agement, business performance, strategy, organizational culture, organizational processes, leadership, technology, corporate politics, and educational level of the employees. This study provides a clear understanding on how these impact factors affect the business performance during the knowledge management implementation process. The re-sult of the study will benefit the researcher to help the en-terprises in China to develop an effective knowledge man-agement system for their own organizations.    
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Abstract-The study aimed at examining the Effect of Agricultural, Manufactured and Services (Value Added) on GDP Per Capita. In this study, the authors analysed secondary data from archives of government and international development agencies. The Solow growth model was modified to incorporate the non-oil export product diversification, while using an autoregressive distributed lagged model and granger causality test. Results from all the co-integration tests confirmed evi-dence for a long-run co-integration since the computed F-Statistics for Wald test value exceeds both the upper bounds and lower bounds critical values for all level of significance in Nigeria. The results of the long-run and short-run ARDL model on the impact of agriculture, manufacture and services value added on output performance reveal that the effect of services value added on GDP per capita is positive and insignificant, while the impact of manufacturing value added is negative and significant. Hence, there is need for further consolidation of Nigeria’s traditional sectors with greater emphasis on the production of higher-value-added products, which entails investment in modernizing the technology base for these sectors. Thus, future studies should identify further economic performance variables with respect to specific countries and consider how these variables play their roles for better economic performance.   
Keyword— Export Diversification, Economic Growth, Gross Domestic Product, Per Capita Income 

1. INTRODUCTION  The background of this research consists of a brief review of literature on export diversification, decomposition of export diversification and the examination of the decom-posed variables of export diversification such as the fol-lowing;  agricultural value added exports, manufacturing value added exports and services value added exports. In addition, the impact of the decomposed variables on gross domestic product per capita in area of economic perfor-mance was also examined. In the next section of this study is the methodology, followed by the research analysis, dis-cussion of results, and conclusion of the study. Thus, the main objective of this study is to examine the effect of ag-ricultural, manufactured and services (value added) on GDP per capita in Nigeria. 
2  REVIEW OF LITERATURE    
2.1 Export Diversification Export diversification has been variously defined as the change in the composition of a country’s existing export product mix or export destination (Yonghui, 2003; Xu and Lu, 2007), or as the spread of production over many sec-tors (Berthelemy and Chauvin, 2000). However, as part of an export led growth strategy, export diversification is conceived as the progression from traditional to non-traditional exports (Agasha, 2009; Spence et al., 2012). Thus, by providing a broader base of exports, diversifica-tion can lower instability in export earnings, expand ex-port revenues, upgrade value–added, and enhance growth 

through various areas. These include: improved technolog-ical capabilities (Ajagbe and Ismail, 2014; Ajagbe et al., 2012) via broad scientific and technical training as well as learning by doing, facilitation of forward and backward linkages within output of some activities which then be-come input of some other activities; increased sophistica-tion of markets, scale economies and externalities, and substitution of commodities with positive price trends for those with reducing trends in price (Barthelemy and Chauvins, 2000; Adeogun and Ajagbe, 2018). Given, the scope of this current study, the next section depicts the trend analysis of Non-oil export product diversification in Nigeria. 
2.2 Decomposition of Export Diversification Ayanwale (2007) categorized the Nigerian local sector into the oil and non-oil sector. However, this study focuses ex-clusively on the non-oil sector of the economy; that is the whole of the economic activities less oil and gas sub-sector. It covers agriculture, industry and the services sub-sector, including transport, communication, distributive trade, financial services, insurance, government, etc. in a very broad terminology. Each constituent is adequately profiled and analyzed as follows.  
2.2.1 Agricultural (Value Added) Exports The traditional export sector in Nigeria consist of mainly agricultural/farm produce and is usually regarded as her traditional non oil export commodities (Onayemi and Ishola., 2009). These are cocoa, rubber, oil-palm, coffee, cotton, wood products, cassava, ginger, fish and shrimps 
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etc. Thus, it is important to mention that cocoa exports had pre- eminence as Nigeria’s most exportable non-oil agricul-tural commodity (CBN 2015; NEPC 2013). However, the growing importance of global value chains in the interna-tional organisation of production increasingly challenges the traditional way of measuring a nation’s export perfor-mance and hence international competitiveness (Frimpong, 2014; CBN 2015).    
2.2.2 Manufactured Export  Frimpong (2014) argues that export of manufactured products is an essential route through which economic diversification could be achieved. The author added that it is also a key contributor to long term sustainable growth and poverty reduction as described by the theory of en-dogenous growth. Ayanwale (2007) notes that export of manufactures acts as a catalyst to transform the economic structure of countries, from simple, slow-growing and low-value activities to more productive activities that en-joy greater margins driven by technology and having higher growth prospects (Ajagbe et al., 2016; Adeogun, 2017; Iyoha and Oriahki, 2002; Abiso and Ajagbe, 2018). According to NEPC (2013), Nigerian manufactured ex-ports to the international export market consists of textiles, chemical products, beer and beverages, urea-ammonia, insecticides, soap and detergents, plastics and non-metallic mineral products and processed skin etc.  
2.2.3 Services Value Added Export  Shin et al. (2012) suggests that the factors influencing na-tional growth has often been a subject of investigation in the economic literature, and recently the growth of China and India has brought this argument to the fore. The aforementioned countries have taken two different routes to achieve annual growth rates of nearly 7 percent. Though China has adopted a more traditional manufacturing-led growth approach, the growth strategy of India has been driven by expansion in the service sector (Cabral and Viega, 2010; Shin et al., 2012). The Indian experience has motivated researchers to view the conventional notion that industrialization is the only feasible avenue to rapid eco-nomic development (Frimpong, 2014). Even though manu-facturing sector has continued to be a dominant driver of growth, recent developments indicates that the service sector must be included in the discussion (Xu and Lu, 2007; Yonghui, 2003).   
2.3 Economic Performance Adeogun (2017) posited that economic performance is the assessment of an economy in relation to the achievement of her objectives. Ajagbe et al. (2015) stressed that the ob-jectives could be long term, such as sustainable growth and development, or short term, such as the stabilization of the economy in response to sudden and unpredictable events, known as economic shocks. It has been rightly es-

tablished that export diversity is one of the critical indica-tors of economic performance as it enhances employment generation through the development of export oriented industries, increase foreign exchange earnings and im-proves balance of payment position of a given economy (Onayemi and Ishola, 2009; Frimpong, 2014). Some studies argued that sustainable increase in income per capita is better achieved under export promotion policy (Basu and Das, 2011; Iyoha and Oriahki, 2002; Onayemi and Ishola, 2009). Hence, the main objective of this study is to examine the effect of agricultural, manufactured and services (value added) on GDP per capita in Nigeria. In figure 1 which reveals the research conceptual framework, consisting of the relationship among agricultural, manufactured and services value added on GDP per capita which translates to economic performance in Nigeria. 
     
 
 
Figure 1: Research Conceptual Framework 
3 METHODOLOGY  
3.1     Theoretical Framework of the study This study augmented the Standard Solow growth model (Adeogun, 2017). The Solow growth model assumes sav-ings, population growth and technological progress as exogenous with two inputs in the form of capital and la-bour. A formal analytical framework for deriving the de-terminants of output performance in which export product diversification is included is developed. The initial step in the process is the specification of an explicit Cobb-Douglas production function of the usual form (Al-Marhubi, 2000). The study also in deriving the equation used incorporated relevant growth determinants variables such as major non-oil value added (Agriculture, Manufacturing and Ser-vices). This is done in order to underscore whether there are different effects for incorporating these macroeconomic series in modeling the relationship between export prod-uct diversification and output performance in Nigeria.   
3.2 Measuring Export Diversification In this study, Herfindahl-Hirschman index was used in line with previous studies (Al-Marhubi, 2000; Agosin, 2007; Hesse, 2008). The product diversification index in this study was computed using the Herfindahl-Hirschman procedure. Herfindahl-Hirschman Index (HHI) is the most widely used measure of output, trade and commodity di-versification or concentration. For export product diversi-fication, HHI is obtained thus; 
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Where,  is the export value of a specific product i, X is 
the Nigeria total export while N is the number of prod-ucts. The formula ensures that the value of the HHI ranges from 0 to 1. A higher HHI indicates greater concentration or penetration to fewer products in Nigeria. Data on ex-port product in Nigeria was obtained from World Inte-grated trade Solution (WITs, 2001) database using the number of products exported at the three-digit SITC level.  
3.3` Estimation Techniques This present study embraces a time series data in Ni-geria within a framework of theoretical linear autoregres-sive distributed lag model (ARDL). The model of ARDL helps researchers to capture both linear effect in the non-oil export product diversification relationship in both short run and long run (Asika, 2004; Adeogun, 2017). The study performs analysis at three different level of estimation to include; pre-estimation, model estimation and post estima-tion analysis. Preliminary tests would be performed before the main estimation of the model. This includes the uses of descriptive tests (including mean, median, mode and standard deviation), skewness and kurtosis of the series (Asika, 2004). Finally, Jarque-bera test statistic is used to establish the normality features of the series. Also, stand-ard unit root and correlation analysis was performed in order to determine the stationarity and whether we can include all the series in a single estimable model. This study performs a test for the presence of co-integration among the variables using a bounds testing approach (Pe-saran et al., 2001; Shin et al., 2012). Thereafter, the estima-tion of ARDL was done to determine both short and long-run estimable model. Then the study performed the Wald 
test of the null hypothesis  to 
Short-run additive linear relationship. Also, we check the goodness of fit for the bounds through stability tests such as cumulative sum (CUSUM) and cumulative sum squares (CUSUMSQ). In addition, a number of post estimation diagnostic tests are conducted to include serial correlation test, linearity test, heteroskedasticity and the Autoregres-sive Conditional Heteroskedasticity (ARCH) effect. The hypothesis of this study was tested at 0.05 level of signifi-cance.  H01: Agricultural, manufacture and services (value added) have no significant effect on Gross Domestic Prod-uct per capita. 
4 DATA ANALYSIS 
Results of the descriptive analysis of the variables used in the regression analysis shows the mean, standard devia-tion, skewness and kurtosis coefficients and the Jarque-

Bera statistics to test the null hypothesis that all our varia-bles are normally distributed among others. It is found that variability is highest for GDP per capita (GDPPC), but lower for Agricultural value added (AGRIC), Manufactur-ing (MAN) and Services value addition (SER) respectively. However, all the series are positively skewed except our measure of diversification, agriculture and manufacturing value added, that are negatively skewed and the Jarque-Bera statistics reject the null hypothesis of normality for SER at statistical significant level. Moreover, the Jarque-Bera statistics of other series accept the null hypothesis of normality. However, the pairwise correlation analysis of the variables used in the estimation is important to estab-lish the level of association between GDP per capita and other determinants variables which has implication for their inclusion in the same model (Papageorgiou and Spatafora, 2012; Pesaran et al., 2001). The results suggest that the correlation coefficient between the variables are moderate and can co-exist in the same model. The results of the correlation analysis exert both positive and negative signs and coefficient for all variables. Specifically, GDP per capita (GDPPC), manufacturing (MAN) and services val-ue added (SER) all exerts a moderate negative relationship with agricultural value added (AGRIC). Also, the estimat-ed correlation result for Nigeria shows that only agricul-tural value added (AGRIC) exerts a positive relationship with non-oil export product diversification over the esti-mated period. Interestingly, services value added (SER) also depict a positive relationship with output per capita (GDPPC) in Nigeria. In this study, the standard unit root test are conduct-ed in order to determine the stationarity of all variables used in the regression analysis. The unit root test is con-ducted using both Augmented Dickey-Fuller (ADF) test and Phillips-Perron. The result shows that none of the se-ries is of higher integrated of I(2). Test for stationarity shows that all variables are integrated of order I(1). Fol-lowing from the theoretical framework and the results of the unit roots in the direction of mixture of stationarity – which justified the uses of autoregressive distributed lag model. This study proceeds to estimate different model based on the objective of the study. Moreover, under dif-ferent estimated models, some variables were excluded in order to avoid the collinearity problem that is associated with some of them. Therefore, the results obtained from the analysis are presented based on the objective stated as follows.   
5 DISCUSSIONS OF FINDINGS 
Effect of Agricultural, Manufactured and Services (value added) on GDP per Capita Proceeding to the co-integration test for the objective of the study; the empirical result from the bounds test co-integration for the effect of agricultural, manufactured and services value added on GDP per capita in Nigeria is 
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presented in table 1 below. The result reveals the comput-ed F-Statistics for Wald test to be 13.97 on approximation. The value exceeds both the upper bounds and lower bounds critical values for all level of significance. There-fore, the statistics test yields evidence of a long-run rela-tionship between agricultural, manufactured, services val-ue added, GDP per capita at all levels of significance in Nigeria.   Table 1: Bounds Testing for Co-integration Analysis 
Computed Wald F-Statistic: 13.9685  (AIC Lags = 1) 
Bounds level: 1% critical bounds value 5% critical bounds value 

Lower I(0): 2.65 2.14 
Upper I(1): 3.97 3.30 

10% critical bounds value 1.88 2.99 
Notes: for the Wald F-Statistic; Asymptotic critical value bounds are obtained from Table C1 (iii) Case III: unre-stricted intercept and no trend for k = 9 (Pesaran et. al., 2001, pg. 300). 
Source: Author’s computation 
Hence the null hypothesis of no co-integration is rejected and long-run co-integration relationship is established among the variables in this model. In the ARDL results obtained from the empirical analysis of the effect of agri-cultural, manufactured and services value added on GDP per capita in Nigeria. The dependent variable is the loga-rithms of GDP per capita while the independent variables are the logarithms of AGRIC, MAN and SER. All variables were logged and estimation period is from 1981-2015. Looking at the model's post estimation diagnosis tests, the residual series are normally distributed as suggested by the Jarque–Bera statistics, while the Breusch–Godfrey LM test statistics indicate that the model does not have signifi-cant serial correlation problem. Moreover, the ARCH test and the Ramsey RESET test respectively show that the residuals are homoscedastic and the model has correct functional form. The results of the long-run and short-run ARDL model on the impact of agriculture, manufacture and services value added on output performance were also tested. The long-run results reveal that the coefficient of agriculture value added is statistically insignificant, even though the sign of the coefficients of the variables is nega-tive. The results show that the effect of services value add-ed on GDP per capita is positive and insignificant, while the impact of manufacturing value added is negative and significant. Thus, a 1.0% rise in services value added raised the level of growth by about 0.125%. The short-run ARDL model shows that the major factor for the high growth of economic performance was manufacturing value added, while agricultural value added, is less important in driving growth process. Thus, 1.0% increase in past value of manu-

factured value addition leads to about 0.244% rise in total growth. In general, the fit of the regression equations in this study is quite good (R2 = 0.99 and adjusted R2 = 0.99) as can be seen in the study analysis. The R-squared shows that all the independent variables in our model explain approximately 99% of the variations in growth process in Nigeria (dependent variable) in the period under consid-eration. Also, the joint F-test statistic was found significant (0.0004) at 1%, showing the test for testing jointly the inde-pendent variables. Pertinent to the above, the Durbin-Watson (DW) statistic (measure for the presence of auto-correlation in the model) is 3.369, it is noticed therefore, that our model is free from autocorrelation as the value is above 2. This means that the model is reliable in explain-ing the dynamics between agricultural, manufactured, services value added and GDP per capita in Nigeria. This results are consistent with the findings of Ayanwale (2007) that export of manufactures acts as a catalyst to transform the economic structure of countries, from simple, slow-growing and low-value activities to more productive activ-ities that enjoy greater margins driven by technology and having higher growth prospects (Ajagbe et al., 2016; Adeogun, 2017; Iyoha and Oriahki, 2002). 
6 CONCLUSION AND RECOMMENDATIONS 
This study examined the type and strength of the relation-ship that exists between non-oil exports diversification and growth performance in Nigeria between the period of 1981 and 2015. The results of the long-run and short-run ARDL model on the impact of agriculture, manufacture and services value added on output performance reveal that the effect of services value added on GDP per capita is positive and insignificant, while the impact of manufac-turing value added is negative and significant. The short-run ARDL model showed that the major factor for the high growth of economic performance was manufacturing value added, while agricultural value added, is less im-portant in driving growth process in Nigeria while a devi-ation from the long-run equilibrium is corrected for on a yearly basis. Interestingly, the impact of non-oil export product diversification on output performance recorded a positive significant effect on growth in Nigeria. This study suggests that there should be further consolidation of Ni-geria’s traditional sectors with greater emphasis still being placed on the production of higher-value-added products, which entails investment in modernizing the technology base for these sectors. Hence, future studies should identi-fy further economic performance variables with respect to specific countries and consider how these variables play their roles for better economic performance.   
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Abstract- This study valuates the effect of human capital and financial development on output growth in Nigeria. The results from the long-run and short-run ARDL model on the impact of effect of human capital and financial develop-ment on output performance indicated that the effect of human capital development on GDP per capita is negative and significant which, infer the absence of effective human capital development in Nigeria. Financial development measured by domestic credit to private sector impact positively on growth and therefore, an increasing financial development in the country has had positive effect on growth. In the short-run however, results shows that the major factor for the high growth of economic performance was past value of capital invested, amount of labour supply in the economy, and finan-cial development, while present training in human capital development is less important in driving growth process, while stressing the important role for financial development and human capital development in growth performance in Nigeria. Hence, policy efforts should be given to improve R&D expenditure, skill enhancement, more innovation activi-ties, and liberalization of FDI inflows. Findings from this study offer excellent opportunity for the government to market the country as a platform for reinvestment in the region.  
Keyword— Export Diversification, Human Capital, Financial Development, Output Growth, Economic Per-formance. 

1. INTRODUCTION  The background of this research consists of a brief review of literature on export diversification. The study also dis-cusses the dimensions of export diversification such as; investment, human capital, openness, innovation and R&D, economic policies and macroeconomic conditions, political factors, socio-cultural factors, foreign direct in-vestment, institutional framework, geography, demogra-phy and population. However, among the aforementioned dimensions, just four most important and relevant to the study title will be elaborated on. In addition, the impact of the investigated variables such as human capital and fi-nancial development on economic performance, as meas-ured by output growth was also examined. In the next section of this study is the methodology, followed by the research analysis, discussion of results, and conclusion of the study. Thus, the main objective of this study is to eval-uate the effect of human capital and financial develop-ment on output growth in Nigeria. 
2 BACKGROUND TO THE STUDY 
Adeogun (2017) described the term export diversification as an alteration in the composition of a country’s existing export product mix or destination. The concept has also been viewed by Berthelemy and Chauvin (2000) as the spread of production over many sectors. Thus, for many developing countries, and as part of an export led growth strategy, export diversification is conceptualized as an evo-lution from traditional to non-traditional export strategy. 

However, a strong, growing and sustainable economy is the goal of every nation (Brenton and Newfarmer, 2009; Al-Marhubi, 2000; Agosin, 2007). Since Adam Smith’s pio-neering investigation into the the nature and causes of the wealth of countries, the relevance of foreign business to a countries to economic welbeign and growth has been strongly investigated in the economics literature (Easterly  and Reshelf, 2010; Edwik, 2007). This mindset is important because nations are expected to export product and ser-vices in order to realize incomes to finance imported products and services which cannot be produced domesti-cally. Edwik (2007) documents that diversification of ex-port base of nations with liberalization of trade, integra-tion and competition among world economies, remain one of the main growth determinants among countries. This is so because it forms the basis for economic health of nations and substatially adds to employment, trade balance, eco-nomic growth, and enhanced living standard (Adelegan, 2000; Abou-Strait, 2005; Abu-Qarn and Suleiman, 2010). The role and importance of export diversification on eco-nomic performance cannot be over emphasized. Export trade plays a vital role in the growth of any economy just as reports that foreign trade is highly beneficial to a nation as it helps in increasing the level of aggregate economic activities through its multiplier effects on the level of na-tional income. Edwik (2007) opines that export portfolio is one of the several catalysts of productivity and growth and hence its contribution is contingent on its weight in the aggregate economic activity. Adelegan (2000) stresses that export basket equally plays a key role in achieving sus-tainable growth because of improvement of financial posi-tion, increased capacity utilization, higher technological 
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standards, and attainment of a desired performance (Hoag and Hoag, 2006; Ajagbe and Ismail, 2014). It can be an en-gine for the nation’s economic growth as it mobilizes other factors of production; the renewable and non-renewable resources of nature.  CBN (2015) submits that Nigeria’s extremely large petrole-um and allied natural resources base have proven to be the bane of her political instability, endemic corruption, eco-nomic non-performance and social stagnation. Many au-thors and public commentators have argued that Nigeria’s crude oil has become its curse.  As it is believed that the crude oil curse is the perspective of the globally recog-nized problem that countries with abundant deposit of natural resources tend to always lag behind countries with little natural resources deposit (Brenton and Newfarmer, 2009; Al-Marhubi, 2000; Agosin, 2007). Nonetheless, Bren-ton and Newfarmer (2009) articulates that a convincing case for low income countries to diversify their economies as to avoid the pitfalls by speeding up of the non–oil growth and job creation, the crude oil revenues should be used strategically with the aim of facilitating the transition to competitive market-led economy. Enhancing the quality of Nigeria’s human resources (Bilau et al., 2015a; Bilau et al., 2015b) will also be essential to improve productivity and diversify the economy and become competitive.  Basu and Das (2011) argues that enhancing the standard of governance requires unique effort because it underlies the economic reform agenda of any nation. The continued un-impressive performance of the Nigerian non-oil sector and the vulnerability of the external sector thus dictate the ur-gent need for a reappraisal of the thrust and content of the economic performance measures and commitments to their implementation (Abiso and Ajagbe, 2018; Hoag and Hoag, 2006). Indeed the need for a change in the policy focus and a shift in the industrialization strategy is impera-tive if Nigerian economy is to be returned to the path of sustainable growth and external visibility. The mono product nature of the Nigerian economy coupled with fluctuations in international price of crude oil have in no small measure stalled her various development efforts (Onodugo et al., 2013; Soludo, 2007). Thus, researchers both locally and internationally have observed that a factor crucial to the lack of economic progress in Nigeria is the lack of economic diversity which has caused the economy to rely heavily on crude oil for revenues and as the major export commodity in the economy. Therefore, an investiga-tion of the relationship between human capital and finan-cial development on output growth performance in Nige-ria is pertinent. In view of this, the main objective of this study is to evaluate the effect of human capital and finan-cial development on output growth in Nigeria. 
2.1 Determinants of Economic Performance   Extant researches have explored various factors determin-ing economic performance (Barthelemy and Chauvins, 2000; Adeogun, 2017; Abiso and Ajagbe, 2018). With the adoption of various conceptual and methodological stand-points, such studies laid emphasis on a a wide set of ex-planatory parameters and offered different insights to the sources of economic performance. However, for the pur-pose of this study, human capital, innovation and R&D, 

investment, and foreign direct investment will be dis-cussed.  
2.1.1 Investment: Ayanwale (2007) argues that financial investment is the most essential determinant of economic growth recognized by growth models of various research-ers. Nonetheless, Ajagbe et al. (2012) posits that the rele-vance attached to financial investment by these authors has resulted to a substancial volume of empirical works assessing the linkage between financial investment and economic growth.  
2.1.2 Human capital: Basu and Das (2011) stresses that human capital is also an important source of growth in various endogenous growth models. It is also perceived as one of the main extensions of the neoclassical growth model. Barthelemy and Chauvins (2000) opines that since the concept refers chiefly to workers’ acquisition of skills and know-how through education and training, the major-ity of studies have measured the quality of human capital using proxies related to education (school-enrolment rates, tests of mathematics and scientific skills). A large number of studies have found evidence suggesting that educated population is key determinant of economic growth (Bilau et al., 2015a; Bilau et al., 2015b).  
2.1.3 Innovation and R&D: In the entrepreneurship litera-ture, Ajagbe and Ismail (2014) finds that innovation and research and development efforts could be perceived as essential in economic progress measured in terms of in-creasing productivity and growth. The authors adds that it is as a result of rising adoption of technology (Abiso and Ajagbe, 2018), which allows introduction of new and supe-rior products and processes. This role has been stressed by various endogenous growth models, and the strong rela-tion between innovation/R&D and economic growth has been empirically supported by some authors (Agosin, 2007; Ajagbe et al., 2015; Abiso and Ajagbe, 2018).   
2.1.4 Foreign Direct Investment (FDI): The role played by FDI in internationalizing economic activity and as an im-portant source of technology transfer and economic growth has been identified (Ajagbe and Ismail, 2014). This important role is emphasized in many theories of endoge-nous growth. Extant studies evaluating the impact of FDI on growth has found almost similar results confirming a significant positive link between the two (Ayanwale, 2007; Adeogun, 2017). Figure 1 shows the relationship among human capital and financial development as independent variables on output growth as dependent variable. 
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Figure 1: Research Conceptual Framework 
3 METHODOLOGY 
The Solow growth model that was used in this study as-sumes that savings, population growth and technological progress are exogenous inputs in the form of capital and labour (Adeogun, 2017). A formal analytical framework for deriving the determinants of output growth in which ex-port product diversification is included is developed. The initial step in the process is the specification of an explicit Cobb-Douglas production function of the usual form (Al-Marhubi, 2000). The study also in deriving the equation used incorporated relevant growth determinants variables (human capital, financial development, output growth). This is done in order to underscore whether there are dif-ferent effects for incorporating these macroeconomic series in modeling the relationship between human capital and financial developpment on output growth in Nigeria.   In this study, Herfindahl-Hirschman index was used in line with previous studies (Al-Marhubi, 2000; Agosin, 2007; Hesse, 2008). The product diversification index in this study was computed using the Herfindahl-Hirschman procedure (WITs, 2001)  This study embraces a time series data in Nigeria within a framework of theoretical linear autoregressive distributed lag model (ARDL). The model of ARDL helps researchers to capture both linear effect in the non-oil export product diversification relationship in both short run and long run (Asika, 2004; Adeogun, 2017). The study performs analysis at three different level of estimation to include; pre-estimation, model estimation and post estimation analysis. Preliminary tests would be performed before the main estimation of the model. This includes the use of descrip-tive tests (including mean, median, mode and standard deviation), skewness and kurtosis of the series (Asika, 2004). Finally, Jarque-bera test statistic is used to establish the normality features of the series. Also, standard unit root and correlation analysis was performed in order to determine the stationarity and whether we can include all the series in a single estimable model. This study performs a test for the presence of co-integration among the varia-bles using a bounds testing approach (Pesaran et al., 2001; Shin et al., 2012). Thereafter, the estimation of ARDL was done to determine both short and long-run estimable model. Then the study performed the Wald test of the null 

hypothesis  to Short-run ad-
ditive linear relationship. Also, we check the goodness of fit for the bounds through stability tests such as cumula-tive sum (CUSUM) and cumulative sum squares (CUSUMSQ). In addition, a number of post estimation diagnostic tests are conducted to include serial correlation test, linearity test, heteroskedasticity and the autoregres-sive conditional heteroskedasticity (ARCH) effect. The hypothesis of this study was tested at 0.05 level of signifi-cance.  H01: There is no significant effect of human capital and financial development on output growth in Nigeria.  
4 ANALYSIS AND DISCUSSION OF RESULTS  
4.1 Descriptive Statistics and Correlation Analysis Results of the descriptive analysis of the variables used in the regression analysis are reported. The result shows the mean, standard deviation, skewness and kurtosis coeffi-cients and the Jarque-Bera statistics to test the null hypoth-esis that all our variables are normally distributed among others. It is found that variability is highest for Labour, GDP per capita, but lower for financial development and human capital respectively. However, secondary school enrolment and non-oil export product diversification has the lowest variability with a standard deviation of about 0.211 and 0.003. All the series are positively skewed except our measure of diversification. Also secondary school en-rollment was negatively skewed and the Jarque-Bera sta-tistics reject the null hypothesis of normality for financial development, human capital, and output growth at differ-ent statistical significant level. Moreover, the Jarque-Bera statistics of other series accept the null hypothesis of nor-mality. The results of the correlation analysis are important to es-tablish the level of association among the variables used in the regression analysis. The analysis is particularly im-portant in order to determine the type of association be-tween human capital, financial development, GDP per capita and other determinants variables which has impli-cation for their inclusion in the same models. The results suggest that the correlation coefficients between and among these variables are moderate and can co-exist in the same model. The results of the correlation analyses exert both positive signs and coefficient for all variables. Inter-estingly, human capital and financial development depict a positive relationship with output per capita in Nigeria.  4.2 Effect of Human Capital and Financial Development on Output Growth  The empirical result from the bounds test co-integration for the effect of human capital and financial development on GDP per capita in Nigeria is presented in table 1. The result reveals that the computed F-Statistics for Wald test is 5.10 on approximation. The value exceeds both the up-per bounds and lower bounds critical values for all level of 
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significance. Therefore, the statistics test yields evidence of a long-run relationship between human capital, financial development and other included variables at all levels of significance in Nigeria.  Table 1: Bounds Testing for Co-integration Analysis 
Computed Wald F-Statistic: 5.1038  (AIC Lags = 1) 
Bounds level: 
1% critical bounds value 
5% critical bounds value 

Lower I(0): 
3.15 
2.45 

Upper I(1): 
4.43 
3.61 

10% critical bounds value 2.12 3.23 
Notes: for the Wald F-Statistic; Asymptotic critical value bounds are obtained from Table C1 (iii) Case III: unre-stricted intercept and no trend for k = 6 (Pesaran, et. al 2001, pg. 300). 
  Hence the null hypothesis of no co-integration is rejected and long-run co-integration relationship is established among the variables in this model. However, the ARDL results obtained from the empirical analysis of the effect of human capital and financial development on GDP per cap-ita. The dependent variable is the logarithms of GDP per capita while the independent variables are the logarithms of human capital, financial development and output growth. In general, the fit of the regression equations is quite good (R2 = 0.98 and adjusted R2 = 0.96) as can be seen from the table 1. The R-squared shows that all the inde-pendent variables in our model explain approximately 98% of the variations in growth process in Nigeria (de-pendent variable) in the period under consideration. Also, the joint F-test statistic was found significant (0.0000) at 1%, showing the test for testing jointly the independent variables. Pertinent to the above, the Durbin-Watson (DW) statistic (measure for the presence of autocorrelation in the model) is 2.63, it is noticed therefore, that our model is free from autocorrelation as the value is above 2. This means that the model is reliable in explaining the dynamics be-tween human capital development, financial development and GDP per capita in Nigeria.  
5 CONCLUSION AND RECOMMENDATIONS 
This study valuates the effect of human capital and finan-cial development on output growth in Nigeria. The results from the long-run and short-run ARDL model on the im-pact of effect of human capital and financial development on output performance indicated that the effect of human capital development on GDP per capita is negative and significant which, infer the absence of effective human capital development in Nigeria. Financial development 

measured by domestic credit to private sector impact posi-tively on growth and therefore, an increasing financial development in the country has had positive effect on growth. In the short-run however, results shows that the major factor for the high growth of economic performance was past value of capital invested, amount of labour sup-ply in the economy, and financial development, while pre-sent training in human capital development is less im-portant in driving growth process, while stressing the im-portant role for financial development and human capital development in growth performance. Hence, policy efforts should be given to improve R&D expenditure, skill en-hancement, more innovation activities, and liberalization of FDI inflows. Findings from this study offer excellent opportunity for government to market the country as a platform for reinvestment in the region.   6 REFERENCES 
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Abstract----With the development of globalization, there are many companies meet new challenges, employee work ineffi-ciency, high turnover rate, which result in whole organization fall down. Motivation is very important factors that make employee work efficiency. So learn how to motivate employee is becoming more and more important. This article mainly talk about the importance of motivate employee. According to literature review and related theory, make a contribution for com-pany how to motivate employee and conclude better suggestion, give some critical comments in order to support some ad-vise to some companies.  
Key words: challenges， ， ，development employee motivation 

1. INTRODUCTION 
Motivation play an important role in an organization, which have many different styles, ways, theories guide individual, group as well as organization have a high per-formance and effective work. In the modern society, more and more people work in the different style organization, and with a rate competition, the most of people still have high passion to work within high-pressure and tension work environment Motivation. However, the one who work hard maybe so exhausted that bad for their health and sacrifice themselves. So the main reason is they will continue to work hard and don’t care about their growth of body and mind. In this article,I will review others article and have the conclusion about the motivation .Firstly, I will find the definition and mainly described the introduc-tion about motivation, which including the reason why motivation is indispensable in part of organization; sec-ondly, I reviewed relevant article about motivation and conclude the main point, compared with each other and come to the difference among those article. Thirdly, I listed several motivation theory in order to go a step further in understand the importance of motivation. Finally, I make a conclusion for those motivation standpoint and give my critical analysis of how to improve employee’s work effi-ciency. Through review these motivation articles,I could better understand the process and importance of motiva-tion as well as which way is correct way to motivate the employee in organization. And I will have more new view about motivation and more significant for my further study. 
2 DEFINITION  
Motivation has different definition in different research filed. Psychology is generally considered to involve the beginning, direction, intensity, and continuity of behav-ior.In organizational behavior, motivation mainly refers to the psychological process of stimulating people’s motiva-tion. By stimulating and encouraging, people can create an internal driving force and make them move towards the desired goal. Its the power that drives people to act. And 

the motivation is to promote people to engage in certain activities, and the internal power towards one direc-tion.The reason is the action to achieve a certain purpose. Motivation is the internal process of individual behavior, behavior is the performance of internal process. Internal conditions caused by motivation is the need, motivation caused by external conditions is the external factors driv-ing organism incentive. Motivation is the reason for peo-ple's actions, desires, and needs. Motivation is also one's direction to behavior, or what causes a person to want to repeat a behavior. A motive is what prompts the person to act in a certain way, or at least develop an inclination for specific behavior. According to Ruth Kanfer a(2016), "Mo-tivation is a word that is part of the popular culture as few other psychological concepts are." 
All the definition of motivation referred psychological activities, including desire, action, needs and then influ-ence people’s behavior. So motivation is very important, which can effect human’s behavior from internal factor. 

3 IMPORTANCE OF MOTIVATION  
Motivation has three functions to human action, the first one is activating function, which guide people’s action and leads to a certain action. Especially in a group or organiza-tion, the leader play an important role in how to guide employee to have high passion work hard. The second one is strengthening function; motivation can maintain and adjust this action; when some employee have high stress or encounter frustrate,and don’t have better motivation to work, then the manager could take measures to make the employee keep their motivation for work. The last one is pointing function, that lead the action to forward a certain goal under the influence of motivation. Therefore, motiva-tion can make employee more activity and strengthen their motive during the work. Motivation is very meaningful in whole work process. According to Stefania Zlatea (2015), First of all, during the management process, motivation is a vital part of the general management process and the integrating compo-nent of the performance management. Some theories offers to managers more clues concerning people's motivation. 
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Some managers pay attention to finding appropriate methods based on these tips to motivate the workers. When we have these ways of motivating employee, and this situation also applies to educational organizations which play an important role for development of the community. Secondly, educational organizations have a quite importance for the countries. And studies on the re-lationship between education and development also show that education has an important role in the development of countries. The employee’s motivation have related with education. Hence the one who keep the workers have good motivation could provides quality and efficient op-eration for these organizations, which laying good founda-tions for future education development. Further more, entire education managers from Minister of Education to the school principals have an important role. They ex-pected to recognize the various aspects of the workers of the educational organizations identify their needs and de-termine their motivation conditions and provide these conditions in the light of domestic and foreign scientific researches, the most important is that they supply the condition of promote motivation in order to play an posi-tive role in education. Whatever country or individuals, groups, organizations, education is an indispensable part of life, so focus on the development of education and know the conditions of motivation, which is good for work quality. 
4.  LITURATURE REVIEW  
In Ruth Kanfer (2016) ,this article mainly talk about the motivation in organizational behavior reviewed early the history of motivation and advances as well as prospects,. What is the motivation during the process of choosing and establishing goal, based on this question the article choose the most impactful articles and and summarize research progress in order to better understand this question and also referred the macro-level trends in motivation research, including the core theories of work motivation, examine key micro-regulatory processes involved in goal decisions and goal pursuit and look forward to concluding with dis-cussion of promising future research directions. Jim Naylor and George Briggs(1996),introduced the purpose of organizational behavior and human perfor-mance as a journal aimed at publishing significant re-search that contributes to our basic knowledge of human performance.Over the past 50 years, the journal has pub-lished seminal papers on the determinants, mechanisms, and outcomes of motivation related to decision-making and performance in work and achievement settings. An-other theory including Ajzen’s Theory of Planned Behavior (1991), Deci’s Cognitive Evaluation Theory (1972), Hack-man and Oldham’s Job Characteristics Model (1976), and Locke’s Goal Model (1968). Other articles provide incisive reviews and critiques. As the 20th century drew to close,the motivation research promote a broad reorganiza-tion of findings, motivation as an umbrella term that en-compasses both the purpose and reasons underlying deci-sion processes and goal selection.    

According to M.ZAKERI*(1997), this article mainly review science through conclude basic principles of moti-vation, described OBHP review progress by organizing theory and research around four principal questions that have long-driven scientific efforts in motivational psychol-ogy; finally discuss the representation theory and research for the journal. Modern views typically portray motivation as a time-linked set of recursive and reciprocal affective, behavioral, and cognitive processes and actions that are organized around an individual’s goals. The result net-work structure of goals contributes to both the stability and heterogeneity observed in motivated action. Over the past half-century there have been numerous accounts of work motivation, the most prominent theories of work motivation address the proximal, internal individual psy-chological forces, mechanisms, and processes that deter-mine goal choice and action. About the describe of motiva-tion may be traced back to early 20th century work on the identification of universal human motives and tendencies. Beginning in the 1950s riveted research attention on the ‘‘how” question, including for example the cognitive pro-cesses by which expectancy and outcomes are integrated, and how best to conceptualize and assess affect. By the mid-1960s, however, motivational theorists began to ques-tion basic tenets of expectancy-value models and their ap-plicability for predicting performance on new, difficult, prolonged, or ill-defined career and task goals. During the 1970s, social-cognitive theories and theories of action regu-lation emerged that addressed the gap between an indi-vidual’s goals and performance. As‘‘what” approaches gained traction during the late 20th century, motivation and decision-making researchers focused on increasingly different topics and questions. Motivational scientists within the broader organizational behavior domain fo-cused on the processes by which goal attributes and the individual’s construal of the goal influenced planning and self-regulatory processes during goal pursuit and perfor-mance accomplishments.About the “why” question of mo-tivation is typically studied from a person-centric perspec-tive,more focuses on the needs,motives wants and likes of individuals.During the mid-20th century, Maslow theory solve the two questions about how to describe human’s hard through organize the numerous motives and what bring different needs as the driving force for behavior. According to the different time and various theory de-scribed when start to propose the concept of motivation and how to better establish motivation system as well as some critical theory ,which make me better know the his-tory of motivation and have a critical analyse. About motivation and performance in high education this article mainly described people don’t have better per-formance until motivation mechanisms exist. Stefania Zla-tea (2015) in this article talk about the manager of high education should achievement their management goal through the members. So the strategy of motivate students 
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is the representation improve the organization for high education manager. During the process of motivation, the needs, aspirations and interests of university is related with people attain their target and realize their objectives, but responsibilities and competencies attributed to them. Motivation is very important in education area, fully un-derstand what the motivation and best way to achieve mo-tivation. As a manager know the ways to motivate the em-ployee is a basic skills and also apply to another area. Motivation referred to the different aspects. The con-cept of motivation is abstract, but it’s very useful and im-portant with specific workplace. This article is about the factors of motivate employee, to be specific, take example as Iranian, collect the date through a structured question-naire survey. The result showed employees have five im-portant motivation factors including “fairness of pay’, “in-centive and financial rewards”, “on-time payment”, “good working facilities”, and “safe”. This factors sustain the drive for high construction productivity in Iran, M.ZAKERI*p(1997). According to Ramona Todericiua (2013), employee are the bracket in a company, the employee who have motiva-tion can make the company have high efficiency and good relationship each other. At the same time, the best competi-tive advantages that one organization could have,since all the other resources could be imitated. Consequently, moti-vated employee are easy to make the organization success and keep pace with market force. This articles take Sibiu as example aim at find the motivation ways in which knowledge workers. Reviewing the correlative researchers articles and give some guidelines for identifying the com-plex problems in order to motivate precious resources and further research. 
5  MOTIVATION THEORY 
5.1  Maslow's Hierarchy of Needs  Maslow's hierarchy of needs is a theory in psychology proposed by Abraham Maslow in his 1943 paper “A Theory of Human Motivation” in Psychological Review. Maslow used the terms "physiological", "safety", "belonging" and "love", "esteem", "self-actualization", and "self-transcendence" to describe the pattern that human motivations generally move through. The goal of Maslow's Theory is to attain the sixth level of stage: self transcendent needs. In my opinion, the development of Maslow's hierar-chy of needs coincidence with majority of people needs, because the first needs for most of people is meet their physiological needs ,which is basic needs when people have nothing, they desire to have full food, water and sleeping, and then they have the basic ability of survive. The second one is safety, belong ,love esteem, for this fac-tors, people will pursuit the higher needs when they have good quality of life. However, Maslow theory described the human’s behavior’s need as a whole, but different peo-

ple have their own different character, children are easy to tend tasty food ,different kind of water and like to sleep. Young adults had the highest self-actualization level, the esteem need was highest among the adolescent group, and old age have high levels security, because they are old and out of health. So it depends on different age’s people. On the other hand, some one who are rich and knowledge , money is not important for them, because they have good family and give them high quality of life as well as best education, they no need to care their family and children with money to make them get satisfactory. When they work in a company, they still work hard and have high effectiveness compared with the one who want to meet their physiology needs to work. The most important rea-son is they want to achieve their value and get the approv-al of the company and then have a meaningful life. So not only depends on their age, but also depends on someone have good family environment, some children have good education, good life and good family background, so it’s not important for them to make money for survive. They want to achieve belonging and love needs even higher. On the other hand, different economic level’s people still have different needs, according to I mentioned, the one who are poor family ,they need to work hard and support family and children ,so what they want to pursuit the first one is physiological needs and then on by one.Milota Vetrako-vaa(2015). 
5.2 Intrinsic Theories: Intrinsic and Extrinsic Motivation Intrinsic motivation is the self-desire to seek out new things and new challenges,to analyze one's capacity,to ob-serve and gain knowledge .It is driven by an interest or enjoyment in the task itself,and exists within the individu-al rather than relying on external pressures or a desire for consideration. Intrinsic motivation is a natural motivation tendency and is a critical element in cognitive,social,and physical development.   Extrinsic motivation refers to the performance of an activity in order to attain a desired outcome and it is the opposite of intrinsic motivation.Extrinsic motivation comes from influences outside of the individual. In extrin-sic motivation, the harder question to answer is where do people get the motivation to carry out and continue to push with the persistence. Usually extrinsic motivation is used to attain outcomes that a person wouldn't get from intrinsic motivation. Intrinsic motivation pay more attention to intrinsic ac-tivities itself compared with extrinsic motivation. For ex-ample, students learning refers to the students’ learning is to point to their learning activities, which make student get emotional satisfaction and result in the sense of suc-cess. Intrinsic motivation supply nature power to promote learning and development, which don’t have external re-ward and pressure, Stefania Zlatea(2015). When individual want to do something because of individual evaluation in 
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a particular activity or love interest, and measure whether would like to do the activity. However, for extrinsic moti-vation, individual prefer to affected by reward or punish-ment. To be specific, when individual got reward, pun-ishment , language encourage during your work and so on , and then they will have high motivation to do work.Common extrinsic motivations are rewarded for showing the desired behavior,and the threat of punish-ment following misbehavior,Duminica Delia(2013). 
5.3 Push and Pull Motivation Push motivations are those where people push themselves towards their goals or to achieve something,such as the desire for escape,rest and relaxation,prestige,health and fitness,adventure, and social interaction. Pull motivation is the opposite of push.It is the type of motivation that is much stronger, some of the factors are those that emerge as a result of the attractiveness of desti-nation as it is perceived by those with the propensity to travel.They include both tangible resources.Pull motiva-tion can be seen as the desire to achieve a goal so badly  that it seems the goal is pulling us toward it.That is why pull motivation is stronger than push motivation.It is easi-er to be drawn to something rather than to push yourself for something you desire, Meltem Caber* , Tahir Albayrak (2016). In my opinion, I think pull motivation is more effec-tive than push motivation. Pull motivation means some goals attractive individual to achieve it, and easy to have high motivation, because the factors of effect the motiva-tion is not the extrinsic factors , so intrinsic factors have good effect .  
5.4 Cognitive Theories 5.4.1 Goal-setting Theory Goal-setting theory is based on the notion that individuals sometimes have a drive to reach a clearly defined end states.Often, this end state is a reward in itself. A goal effi-ciency is affected by three features proximity, difficulty and specificity. For example, the most students have motivation to study hard means they want to achieve some targets in order to make themselves satisfactory. This goals must are specific, measurable attainable/achievable, relevant, and time-bound . An ideal goal should present a situation where the time between the initiation of behavior and the end state is close. During the every step in our life ,our goal should be specific and measurable ,which means this goal suitable each other at the same time, and don’t have high standard, otherwise, the goal that we want to attain it is very difficult and will decrease our motivation. 
5.4.2 Expectancy Motivation  Expectancy theory was proposed by Victor H.Vroom in 1964.Expectancy theory explains the behavior process in which and individual selects a behavior option over an-other,and why/how this decision is made in relation to their goal. There's also an equation for this theory which goes as follows: M=E×I×V. M(Motivation)is the amount an individual will be motivated by the condition or environ-

ment they placed themselves in.Which is based from the following hence the equation. E(Expectancy)is the person's perception that effort will result in performance.In other words,it's the person assessment of how well and what kind of effort will relate in better performance. I(Instrumentality) is the person's perception that perfor-mance will be rewarded or punished. V(Valence) is the perceived amount of the reward or punishment that will result from the performance, Kenneth E. Barron(2015) To be specific, the one who have high goal, and achieve the goal rate is more higher, and higher motivation , higher enthusiasm. During the leader and management work, it’s meaningful that encourage employee with expec-tancy theory.  
6  CRITICAL ANALYSIS    
Motivation have different opinion in different theory. The first theories considered that if you pay the people ade-quately, they will be motivated. Yet, the contemporary the-ories state that people do not work only for money, but also to be content with what they are doing.  In my opinion, different people have their different needs, some people work for money , another people work for value. So the first factor is depend on different social level. That means every one have their own economic level in modern society, the one who have good economic level no need to work for money, because they have enough money to survive and enjoy life, so higher needs like be-longing ,love ,esteem, and self-actualization needs are the most want to achieve. However,the one who have poor economic level, the first considered is food,clothes. So mo-tivate individual depend on different economic level peo-ple. So the ways of motivation also is different because of the economic level.  The second factor is about family background, some-one have good background and no need to worried about the beautiful clothes, delicious food and basic needs, all of these already was supported by their family. The next step for their family is to give their children create a high quali-ty and good environment to study as well as rightly in-struct them have positive attitude. Consequently, these children who are growing in good family background have better chances to attain self-actualization needs and no need to motivate by money. On the contrary, children born to families of lower economic status, do not have abundant resources including education, surplus clothes and different kind of food as well as colorful life. This is normal phenomenon that they need to strive for the life, work for money and have enough food, clothes , and then to pursuit the higher needs such as belonging ,love and esteem, maybe self-actualization is hard and short time to achieve it, because they need to try their best to attain basic satisfactory to life, and then consider themselves. In this situation, they are easy to motivate by money, this factor is important for them. Another factor is about the level of education , the person with higher education level are easy to know what’s their goal and make great efforts for it. Because they have basic cognitive for this society and also have more opportunity to choose life then have tangible resource such as good work chance, better individual performance as well as 
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open mind, they will try to adjust best attitude to embrace life. Further more, motivation attractive them to go ahead. On the other hand, the person with lower education easy to trap into the frustrate and lost the motivation, that means they don’t have goal motivation and pull motiva-tion to make them work hard. In all ,every people have their own needs, which have many factors effect the ways of motivation. So to some extent ,this is also decided by economic level , family environment and education level.           An article mentioned about motivation one under-stands an inner state determining an individual to behave in such a way as to attain a certain goal,Ramona Todericiua (2013). Regarding motivation in relation to work, it can be defined as the availability of an individual to work intensely and consistently in order to realize the organizational objectives, with the hope that the effort made will lead to the realization of some individual objec-tives. These individual objectives, generated, finally, by the needs that the individual feels, are veritable reasons de-termining him to act and work in organizations. The one who have motivation will have high passion to do their work, the motivation is eager to work and from their in-trinsic needs. 
7  FINDING   
The concept of motivation is abstract, it’s hard to better understand what is the motivation and how to promote the employee have higher motivation to work as well as what is systemic incentive which have complete approach-es to make employee keep their passion during their work. Different people have their different character in an organization. We should focus on specific approaches dur-ing the work. The article about Modeling of Process Work Motivation in Hotels, which described employees of chair hotels would like to see more attention paid to the promo-tion of education. For employees in independent hotels, they are more motivated by financial benefits.The differ-ence is also in the employees themselves and their needs, as well as in understanding the culture of the hotel. In chair hotels are employees proud that may be part of the brand and contribute to the achievement of business objec-tives. Also because they want to further develop, whether through training or improving vocational education. The first one is to find the different needs of employee according the interviewed the ASJ company this week in Malaysia. The manager said different level employee still have different motivation ways. For lower employee, most of them only need reward to meet them, when it comes to the end of a year, the manager will give them more than 12 months’ salary in order to motivate them. So money is very important factors for lower employee, because they don’t have high knowledge and capability to do management job, and current job that work in the factory is very simple. However, for top level employee, they will more pay atten-tion to the job satisfactory, that means they work hard not only because of the salary ,but also the important is they want to achieve their value and make them feel satisfied. At the same time, they will give the employee fully relax time and opportunity to tell their issues during the eating time. And have meeting that explain to the managers in 

order to better understand what the problem employee faced and to deal with the problem.  The most important factors that can’t ignore is com-munication , which can motivate the employee. Communi-cation is an aspect that is vital for managing people. This is the only way in which a manager could asses which type of motivation method he needs to use and also one of the main channels for supporting all the developed activities in this perspective.The creation of familiar ties between managers and workers is a fundamental aspect of HR management in every knowledge company. Informal communication, caring and constructive behaviors and professionalism are crucial, as they enable managers and scientists to learn about each other and their work, thus providing the foundation for collaboration. When we know different people’s character and what they want and motivate them have high effective, then our organization will have high performance. For example, the employee who feel motivated, and avoid raising the sala-ry,try to boost motivation by offering free rewards,Such as praise from a manager, as more time off. And then will decrease the cost of motivation. On the other hand, If em-ployees sense an interest on the part of the organiza-tion,Offering them training, demonstrating trust in them and an intention to count on them in the long-term, such as the culture; skills of work; structure. Make an motiva-tion action for those suitable people and have a good effect for organization. In addition, there are five basic elements of reward are: payment, short time incentives, long time incentives, money benefits, no matter how much they are. The financial incentives' plan must be conceived, not only to reward the performance, but to minimalism the addi-tional effects, like conflicts and claims. Before starting a payment plan to motivate performance: individual em-ployee performances, the payment's amount for high per-formance, individual performance motivation methods, submission. For a supporting and an efficient motivation, reward should be a prompt and an immediate one. Re-ward could work as an accelerator for the batterer of the performance and the productivity batterer; but only that is not enough, and, anyway, it is not a substitute for a good management. It’s rather a part of it. Consequently, reward just is one part of management and not is the best one, we should pay attention to the best effectiveness ways of motivation and take measures to mo-tivate the employee. According to the mentioned below, it’s good for company’s management system that find the ways fit different people’s motivation needs.   
8. CONCLUSION  
Through this article review, I reviewed 6 articles at least, and the first one is know the history of motivation, and different motivation theory have different opinion about motivation. I have better understand to motivation through relevant articles study. Some articles are abstract and hard to measure the ways of motivation. But another articles take some places as example, so about the factor or ways about motivation easy to understand and I also have my own opinion to motivation. Maslow Lower level---money is a motivator; however, it tends to have a motivating effect on employees that lasts 
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only for a short period. (a benefit that cannot be sustained on a long term is better not offered at all because otherwise it will decrease the moral of the employee. ) At higher lev-els --- praise, respect, recognition, empowerment, and a sense of belonging are far more powerful motivators than money. However, McGregor placed money in Theory X category and considers it as a poor motivator. whereas praise and recognition are placed in the Theory Y category and are considered stronger motivators than money. Like-wise, McClelland asserted that workers could not be moti-vated by the mere need for money and in fact, extrinsic motivation (money) could extinguish intrinsic motivation such as achievement motivation. Herzberg differentiated hygiene factors from motivators in the length of time the particular factor continues to drive behaviors. The salary has a short motivational time span. 
We can draw a conclusion that money is the lower and basic needs for individual , the most important, last long time motivation is intrinsic motivation ,pull motiva-tion,which have good effect for employee.The acknowl-edgement of the importance of a proper human resource management is imperative for any organization that aspire progress. While monetary rewards certainly have an im-portant role to play, managers should consider the lessons of the crisis and think about the best alternative ways to engage and inspire employees. Managers need to recog-nize remarkable talent, set clear objectives and perfor-mance metrics for each employee, and provide incentives and rewards that match each individual's motivation. Be-cause money only extrinsic reward and can’t attain the reality purpose of motivation. A company should consider the core ways of motivation, if reward last long time ,employee will amplify their desire to attain more reward, but company have limited human resource cost, so moti-vation system should focus on every individual’s needs and take action.  
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Abstract— The objective of this study is to examine the impact of auditing standards on auditor’s performance in the Nigerian banking sector. The rate of fraud and unethical practices occuring in the Nigerian Banks are quite alarming. Fingers are pointed at the auditors with the notion that they are not performing their resposibilities with a high level of competence and compliance to the regulatory framework. To achieve the objectives of the research, three hypotheses were formulated using the structure of the research questions. The type of data used for the study is primary data through the issue of questionnaires to auditors of banks from big fours. The data obtained were analysed using ordinary least square regression model through SPSS. The findings show that auditing standards is important in enhancing the auditor’s per-formance in the banking industry. It also indicates that accountability and auditor’s performance are positively related. It also shows that auditing standards and compliance has an effect of auditor’s performance. Compliance has a positive but weak degree of relationship with auditor’s performance therefore implying that it does have that much influence on the auditor’s performance.  The study recommends that the financial reporting council should closely monitor the banking sector in order to enforce strict compliance to regulation and attach sanctions to violations. 
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1 INTRODUCTION  
Auditing can be traced to as far back as the inception of accounting (Ajao, Olamide & Temitope, 2016). This was as a result of the need to check the accounting reports and activities that have been reported to increase the reliability and assurance placed on the reports. Auditing is an inte-gral part of the accounting sector which should be guided by standards to ensure that the body is effective and effi-cient (Fagbemi, Abogun, Uadiale & Uwuigbe, 2013). The essence of setting standards is to direct the behavior of the auditor towards achieving the aim and goals of the audit. The auditor’s role is to add credibility and increase assur-ance; hence, it is important to establish standards to guide their behaviors. Standards have been put in place to regu-late the profession some of which are International Stand-ards on Auditing (ISA), Nigerian Standards on Auditing (NSA) and so on (Ajao et al, 2016).  The Nigerian banking sector can be seen as an accel-erator for the nation’s development. The banking sector is a large sector and engages in activities such as resource allocation, funds management, human capital mobiliza-tion, setting polies for monetary and macroeconomics purpose (Jibrin, Blessing, & Danjuma, 2014). Nigerian banks also offer a helping hand when the nation is facing challenges in developing by distributing resources to the various functional and productive areas of a nation and making sure that areas of deficit are being identified in order to enable its funding using the excess of areas with surplus funding. 

This is as result of the different crisis that has oc-curred in the Banking sector which has caused banks to be acquired or merged as a result of the high level of fraud discovered.  Some of these failure or crisis has been at-tributed to audit failure. This study aims to emphasize on the relevance of auditing standards on the auditor’s per-formance. It intends to evaluate how some other factors like auditor’s compliance, auditors competence and audi-tors accountability can also influence the auditors perfor-mance.  
2 LITERATURE REVIEW 

Public Sector Accounting defined Auditing as “the evalua-tion of the financial reports of an organization with the aim of providing a reasonable assurance that the presented reports shows the truthfulness and fairness of the financial position of the firm, the reports have been prepared in ac-cordance with the necessary regulatory framework and that the internal control system of the organization has been scrutinized” (Ezeani & Rotimi, 2012). An audit is all about examining the financial reports with an independent mind and giving a professional opinion on the reports of the organization in compliance with the terms of engage-ment, professional and statutory requirements, (Ezugwu & Negedu, 2014). The independent examination of the finan-cial reports as well as the expression of opinion is being carried out by an auditor who is appointed to pursue the appointment and recognizing the necessary obligations attached, (Ezeani & Rotimi, 2012). 
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Standard, in the days of old, was usually seen as a sign to align and converge allies during a battle as a form of regulating the battlefield (Ajao, Olamide, & Temitope, 2016). The Oxford Accounting dictionary has described the Auditing standards as “the fundamental building blocks in which auditors are to comply and conduct their audit of financial statements. In other words, the audit standards should be in accordance with the objectives of an audit (acceptability, relevance, consistency and suitability) and also has to be important and suitable within a particular social environment” (Ohiokha & Akhalumeh, 2013). Audit standards are guidelines to the measurement of various transactions and activities that will affect the financial out-come and accounting information being given to the di-verse users involved (Fagbbemi, Segun, Uadiale, & Uwuigbe, 2013). In Nigeria, prior to the industrial revolution that took place in the 1900, accounting was majorly concentrated in the government sector (Ajao, Olamide, & Temitope, 2016). The economic growth was high during this period thereby bringing about the existence of managers that were not owners of the business. This new dimension made it nec-essary for the owners to have individuals independent of management to help evaluate the reports made by these managers. The origination of the concepts, internal control and audit risk has taken much attention in the audit pro-fession. Overtime, fraud detection is no longer the objec-tive of audit; it is now focused on examining the manage-ments report independently (as a professional) and giving their observations and finding to the shareholders (Okoye, Okaro, & Okafor, 2015). In Nigeria, we have two professional accounting bodies that are self-regulatory: ICAN -- The Institute of Chartered Accountants of Nigerian and ANAN -- The Association of National Accountants of Nigeria (Ajao, Olamide, & Temitope, 2016). They have been statutorily been appoint-ed for setting of standards and regulating of the account-ing profession in Nigeria. ICAN members are to comply with the Nigerian Standards on Auditing (NSA) which is established in line with International Standards on Audit-ing. (ISA).The Nigerian standards on Auditing (NSA) have a total number of thirty six (36) standards as issued by the Institute of Chartered Accountants of Nigeria (ICAN) to guide auditors conduct.  
2.1  Theoretical Framework 2.1.1 Agency Theory This theory propounds that when owner(s) hire agent(s) to help out in the decision making of the firm as well as other services, there exist and agency relationship ( (Hassan & Farouk, 2014, Jibrin, Blessing, & Danjuma, 2014; Ajao, Olamide, & Temitope, 2016). The theory focuses on the conflicts that exist as a result of this relationship and also takes into consideration corporate governance and ethical values. The theory is of the notion that agents are expected 

to behave and act in the interest of the owner (Hassan & Farouk, 2014). In reality, the agents usually act in their own self-interest. This has been as result of the misinterpreta-tion of the corporate governance code thereby leading to bad practices in the Nigerian Banking sector (Jibrin, Blessing, & Danjuma, 2014). The audit fees are bond fee paid by the principal/owners to an independent individual to review and check the activities of the agent/management and boost the level of assurance and confidence on financial information (Hassan & Farouk, 2014). 
2.2 Development of Hypotheses  The hypotheses for the study are stated in their null form. H1  There is a degree relationship between auditing standards and auditor’s performance. H2  There is no level of relationship between accountabil-ity and auditors performance. H3  The auditor’s competence and compliance do not depend on the adherence to auditing standards.  
3 MATERIALS AND METHODS 
In the conduct of this research, descriptive survey method has been employed. This is used because the study will make use of convenience sampling of the population and draw findings based on this conclusion upon the analysis of available data. The survey method is used as a result of the researchers’ inability to manipulate the variables em-ployed in this research. This research made use of a popu-lation size of auditors for both bank. Absolute attention was given to selecting a sample size in order to ensure a valid representation of the population. Confidentiality of information were the constraints encountered in carrying out this research. The sampling method employed in de-riving the samples was non random sampling method (convenience sampling method). Questionnaires were is-sued to target population of (100) auditors with sixty (60) respondents. 
3.1 Model specification: The econometric model used to explain the relationship between the dependent and independent variables was adopted from the work of    AUP =F {ACT, AUS, ACP, ACL};   AUP= β0 + β1AS + β2ACP +β3ACl    Where:   AUP = Auditors performance  ACT = Accountability  AUS = Auditing standards  ACL = Auditors Compliance  ACP = Auditors Competence The two categories of variables (dependent and independ-ent variables) have been used as focus points in the ques-tionnaire issued which relates to auditor’s performance, 

 



Proceedings of ICGET 2018 Falola et al. 

215  

accountability, auditing standards, auditors compliance and auditors competence in the regulation of the audit profession.  In order to measure the degree of significance of relationships that exist between independent and de-pendent relationship, a five-point scale technique was used. The five-point likert scale is 1 = strongly disagreed, 2 = Disagreed, 3 = Undecided, 4 = Agreed, 5 = Strongly Agreed, this order of ranking was employed in the analy-sis of data. The data collected was analyzed using Pearson correlation analysis. 
4 DISCUSSION OF RESULTS 
The result of the research performed is stated in the table below;  Table 1: Ordinary least square results 

 Source: SPSS Result R2= square 0.068530 Adjusted R- square = 0.0027850 S.E of Regression = 6.1477 F- Statistic =1.0323 Mean of dependent variable = 22.4098 SD of dependent variable = 6.1657 Durbin –Watson statistics (DW) =1.8565 AUP = 16.4131 + 0.18242 ACT + 0.19403 AUS - 0.87690 ACL – 0.01024 ACP + U  4.1 Test of Hypotheses and Regression Results  The analysis of the OLS result from the above table shows that the co-efficient of determination (R Square) was at 0.068 which indicates that roughly 6% of the variations in the auditor’s performance level is explained by the differ-ences in the explanatory variables in the model. This result shows a low goodness of fit implying that a larger part of variations is caused by other variables not mentioned as represented by the error term. The F statistics of 1.03 is less that the critical F value of 2.76 at significance level of 5%. This implies that the linear function stated above might not apply to this case.  The analysis of the coefficient variables reveals the follow-ing; ACT:  is positive; thereby implying that accountabil-ity are aligned with  auditing standards. The effect is sta-tistically insignificant at 5%. In other words, audit perfor-mance is not solely dependent on accountability. However, 

the adherence to these standards and regulations in order to be compliant will be important to improve accountabil-ity. AUS: is positive; this implies that auditing standards provide the necessary context that will guide auditor’s performance. In other words, there are other variables aside from auditing standards that contribute to audit per-formance. However, the adherence to these standards and regulations in order to be compliant will be important to improve audit performance. ACL: is negative; that is, the effect audit standard on compliance is negative at 5% level of significance. This implies that standards may not lead to improved audit performance ACP is negative; this implies that the competence of the auditor is not dependent on audit standards.  Table 2: Correlation Result 
  AUP ACT AUS ACL ACP 
AUP 1 0.169 0.229 0.519 0.065 
ACS 0.169 1 0.379 0.546 0.156 
AUS 0.229 0.379 1 0.095 0.165 
ACL 0.519 0.546 0.095 1 0.167 
ACP 0.065 0.156 0.167 0.123 1 Source: Field work 2016 

Where:  AUP = Auditors Performance  ACT = Accountability  AUS = Auditing Standards  ACL = Auditors compliance  ACP = Auditors competence The above correlation result shows that the independent variables (auditing standards and accountability) have a positive relationship with dependent variable (auditors’ performance). The relationship between auditors perfor-mance and auditing standards shows 0.196 which suggests that there is a positive correlation coefficient but weak as-sociation between the two variables. The relationship be-tween compliance and auditors performance are positively correlated at 0.519 indicating that auditing standards in-creased adherence will improve auditors performance. Performance and competence have a positive but weak relationship with a correlation coefficient of 0.065.  
4.2  DISCUSSION OF RESULTS 
The analysis of data using Pearson correlation method of analysis showed the level of relationship between the de-pendent variable (auditors’ performance) and the inde-pendent variables (auditing standards, accountability, competence and compliance).The analysis of data showed that the degree of relationship between auditing standards 

60 observations for estimation for 1-60 
Independent 
Variables 

Co-
efficient 

Standard 
error t-value Public 

CONSTANT  16.4131 6.9137 1.3859 0.22 
ACT 0.18242 0.18761 0.65044 0.469 
AUS 0.19403 0.13977 1.4001 0.176 
ACL -0.8768954 0.19857 -0.48569 0.604 
ACP -0.0102437 0.17377 -0.685686 0.593 
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and the auditor’s performance shows a 0.904 correlation coefficient. This suggests that there is a positive correlation coefficient and strong association between the two varia-bles. This implies auditing standards provide the neces-sary context that will guide auditor’s performance. In oth-er words, there are other variables aside from auditing standards that contribute to audit performance. However, the adherence to these standards and regulations in order to be compliant will be important to improve audit per-formance. The relationship between auditors compliance and auditors performance shows a 0.786 correlation coeffi-cient. This suggests that there is a positive correlation coef-ficient and strong association between the two variables. This indicates that auditing standards increased adherence will improve auditor’s performance. This implies that if auditors comply with the relevant auditing standards, their performance will be enhanced. It also implies that these standards are being complied with. The relationship between the auditor’s performance and accountability shows a 0.07correlation coefficient. This suggests that there is a positive but weak relationship between the two varia-bles. This means that there is a relationship between ac-countability and auditor’s performance but audit perfor-mance is not solely dependent on accountability. The anal-ysis of auditor’s competence on auditor’s performance shows -.177 correlation coefficient. This implies that the competence of the auditor is not dependent on audit standards.  4.3  FINDINGS  The results of the analysis of data above show that audit-ing standards is important in enhancing the auditor’s per-formance in the banking industry. It also indicates that accountability and auditor’s performance are positively related which implies that when auditors comply with auditing standards, their performance will be enhanced. It has also discovered that accountability is very important in auditor’s performance. It also implies that auditing stand-ards provide the essential framework that will be adhered to by auditors thereby enhancing their performance. Prop-er regulations will have to be put it in place in order to attain a very significant improvement on the auditor’s per-formance. Compliance has a positive but weak degree of relationship with auditor’s performance therefore imply-ing that it does have that much influence on the auditor’s performance. However, the implication of this finding is that the compliance of auditors according to stipulated findings is capable of improving their performance. Com-petence has a negative relationship and is insignificant to auditors’ performance.  
5 CONCLUSION AND RECOMMENDATION  
This study was focused on the evaluation of auditing standards on auditor’s performance in the banking sector. 

The Financial Reporting Council should endeavor to close-ly monitor the banking sector in order to enforce compli-ance especially among those that are performing below standard. Noncompliance should be sanctioned through fine, levies or withdrawal of operating licenses for both the industry participants as well as the auditors. The NSA is-sued by ICAN should be reviewed as they are not com-pletely aligned with ISA. The finding of this work has in-dicated that auditing standard set rule and guidelines which has the auditors to perform the audit in such a way that gives his work a high degree of assurance. The re-search also recommends that the ISA and NSA need more interpretation in order to ensure that the main aim and objective, through the compliance of the auditor, is achieved.  Auditors should be educated on the need for compliance and its effect on their performance. It can therefore be said that auditing standards has a significant relationship with auditors’ performance. 
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1. INTRODUCTION  
NIGERIA since independence in 1960 had passed through military and democratic regimes. The coups and transi-tions in government that had taken place had had both positive and negative impact on Nigeria. Nigeria is a land of abundant resource namely: manpower, material etc. But the most unfortunate thing is that though these re-sources abound, the management of these resources for national progress has been the problem.  Nnonyelu [1], opined that Nigeria is the most popu-lous country in Africa and has vast arable land that made her in early 60s the largest producer of palm oil, ground-nut and cocoa. Eventually the ‘sleeping giant’ of Africa snowballed to a country whose citizens continue to wal-low in poverty, unemployment and other social vices.  This situation has led Ndibe [2] to ask “how does one ex-plain a country which has one of the world’s vastest re-serves of crude oil and gas, but whose citizens continue to wallow in levels of squalor and privation? How in other words do you analyze a people who take such ludicrous delight in their impoverishment that the citizens have in-advertently created the fertile ground for the pervasive lack of accountability and probity in our national life? The massive stealing of our national patrimony has continued for a greater part in the nation’s post independence histo-ry. And Nigerians are not holding our leaders accounta-ble, that the country has become a large gangland where thievery of societal wealth has become the norm, where public and private citizens have all been corrupted by the infectious bug of corruption.   How do we explain this?  How does one explain the rape and plunder; mindboggling looting of the national treasury? How can one explain for instance, that an agen-cy of government, Nigerian ports authority (NPA) is al-leged to have collected 150 billion naira as revenue, only to pay in 2 billion naira into the Federation account? How can one explain the absence and total breakdown of infra-structure, the near bankruptcy of the country? How does one explain that several state governments were owing 

their workers arrears of salaries? How do we explain the sudden wealth syndrome where charlatans and nonde-script characters become billionaires overnight? Why has public office become the easiest and surest route to be-coming wealthy? Why do Nigerians regard some minis-tries, committees, agencies as plum or juicy? How does one explain the social mis-governance or none governance as is often the case? How did we get to the stage where unbridled criminality, kidnapping, armed robbery, insur-gency and terrorism, pen robbery now hold the nation hostage?  The study adopts ex-post facto research approach which is a systematic empirical inquiry because their manifesta-tions had already occurred. The study looked at the per-formance   of the political office holders from 1962, to the present dispensation. The following questions are neces-sary in the study. To what extent has the political office holders misgovern the country and displayed lack of ac-countability? What had been the efforts of frauds fighting organs in checkmating poor governance and lack of ac-countability? How would one assess the pre-2015 political office holders’ misgovernance and lack of accountability to that of post 2015 era? Although there are other areas of accountability, the investigators would want to confine themselves to financial accountability. The study is in-tended to achieve the following objectives namely: to identify public officials that are entrusted with public funds and the extent of abuse of such trust; to assess the extent of recovery of looted treasury after 2015 political era. 
2 CONCEPTUAL CLARIFICATIONS 
2.1 Governance The World Bank [3] defines governance as the manner in which power is exercised in the management of a country’s economic and social resources for development. Landell-mill and Seregeldin [4] comprehensively defined it as the use of political authority and exercise of control over a 
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society and the management of its resources for social and economic development. When a government is disci-plined, transparent and honest, it sends positive signals not only to the citizens, but also to the international com-munity. Good governance promotes rapid socio-economic development, while bad governance inhibits or drains away the accumulation. Scholars generally agree that the lack of transparency, accountability and good governance had been the fundamental impediments to the rapid socio-economic and political development of the nation state. Odey (2000) as cited by Oni ]5[ presented a pathetic scenario when he lamented that:  the countless billions that providence poured into our national coffers in the last ten years (1972-1982) would have been enough to launch this nation into the middle rank of developed nations and transformed the lives of her poor and needy. But what have we done with it? Stolen and salted away by people and their accomplices. Squandered in uncontrolled impor-tation of all kinds of useless consumer merchandise from every corner of the globe. Embezzled through inflated con-tracts of an increasing army of party loyalists who have neither the desires nor the competence to execute such contracts.   
2.2 Accountability  Accountability refers to the requirement that the govern-ment or even government functionaries or ruler explain and justify its actions to the people (they ruled). Adakai [6], opined it means answerability for ones stewardship. Ibrahim [7] defines accountability as responsibility or an-swerability. To be accountable is to be answerable or re-sponsible for the resources put under one’s control and for the authority one is vested with [8]. Accountability’s func-tions are to guide against abuse of power; to ensure that resource of organizations are used wisely and in accord-ance with the law/procedure and to encourage and pro-mote learning in pursuit of continuous improvement in governance. Accountability breeds improvement in per-formance and learning. Accountability is taken to be the solution to the challenges of governance. Accountability involves record keeping, reporting, auditing and oversight functions which are necessary in the public organizations. In a nutshell, accountability in organizations is to make the stakeholders aware of whether the resources entrusted into the hands of public agents are properly handled and that government services, programmes, and organizations function well economically, efficiently and effectively. 
2.3 Types of Accountability  The characteristics of accountability prompt researchers to approach this important concept from their own subject area (paradigm). There is manifold accountability to stakeholders in the public sector. a. Political Accountability: This is where public managers, head of agencies and Ministers are called upon to give account in the case of parlia-mentary inquiries [9]. b. Legal Accountability: Heads of parastatal and agencies can be called upon by courts to come and give accounts of their conducts on behalf of their agencies. Legal accountability “based on the specific responsibilities formally or legally con-

ferred on authorities [10]. c. Administrative Accountability: This accountabil-ity forum can only make recommendations for solutions to the problems they have seen but cannot enforce their recommended solutions. This is legal and quasi-legal forum which exer-cises independent, external administrative and financial oversight and control over the public manager [11]. d. Society Accountability: Government is being held to account by various interest groups: citizens, social groups, trade unions, labour unions, NGOs, civil society, aid donors, human rights ac-tivists and opposition parties. They criticize gov-ernment policies, decisions and actions for the general good of the society. They engage in a crit-ical dialogue with the government, organize pro-test actions ranging from peaceful demonstration to destruction of government properties or strikes to press home their demands. Their target is to put pressure on the government to influence their political policies [12]. e. Professional Accountability: Most of the heads of private/public sectors are also members of pro-fessional bodies- like engineers, accountants, doc-tors, teachers, nurses and so on. These profes-sions have codes and ethics which guide the con-duct of members. These codes and ethics are monitored and enforced on members. Any mem-bers who behave unethically will have his certifi-cate withdrawn [11]. f. Organizational accountability: This procedure operates in the organization where the juniors are to give accounts of their assignments to their su-periors in a hierarchical order up to the chief ex-ecutive. This is internal in nature [11]. 
2.4 Institutions/Legislations That Strengthen Good Governance Nigerian economy is public sector driven. The public have been frustrated for weak governance and lack of accounta-bility. The institutions/legislation that can hold public of-fice holders accountable are: a. The National Assembly b. The Public Accounts Committee  c. The Judiciary  d. The Audit Ordinance (No. 28) Act of 1956 as amended e. Finance (Control and Management) Act of 1958 as amended f. Independent Corrupt Practices and other Related Offences Commission (ICPC) Act of 2000 g. Economic and Financial Crimes Commissions (EFCC) Act 2004 h. Professional Bodies  i.  Code of Conduct Bureau j. Budget Monitoring and Price Intelligence Unit (BMPIU) k. African Review Mechanism.  
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3. INSTANCES OF POOR GOVERNANCE PRAC-TICES AND LACK OF ACCOUNTABILITY  
Cases of poor governance practices and lack of accounta-bility reported (Daily Trust March 19th, 2016) include the following: 

a. Peter Odile- alleged to have diverted over N100 billion of the Rivers state funds. He was granted perpetual injunction restraining EFCC from prob-ing the affairs of Rivers state in 2007 opining that the Probe would be prejudicial to the smooth running of the state. b. Adamu Muazu- alleged mismanaged N19.8 bil-lion of Bauchi state money between 1999 and 2007. He was Governer of Bauchi State. His case has not been concluded as EFCC affirmed that Muazu has case to answer. c. Joshua Dariye-alleged to siphoned about N1.2 billion of the Plateau state’s ecological fund and another N204 million meant for the state treasury. He is currently facing trial. He was the Governor of Plateau State. d. Saminu Turakl- alleged to have misappropriated N36 billon. He was the governor of Jigawa state from 1999 to 2007. He was declared wanted after continous absence from court in 2014, November 13, he was still absent despite subsisting warrant of arrest. e. Stella Oduah- she was the Aviation Minister in former president Goodluck Jonathan. Prosecuted by EFCC over two now infamous armored BMW cars allegedly purchased for N255 million by the Nigerian Civil Aviation Authority. She obtained an interim injunction stopping the EFCC from prosecuting her on the matter. Justice Moham-med Yunusa of the Federal High Court, Lagos granted that the Independent Corrupt Practices and Other Related Offences Commission (ICPC), the Attorney- General of the Federation and the Inspector-General of Police from prosecuting her.  f. Adebayo Alao-Akala - alleged that a contract of N 11.5 billion fraud without budgetary provision and obtaining it falsely, was awarded with the in-tent of enriching himself and two others. Ques-tioned the jurisdiction of the Court opining that it was abuse of power to put anybody on trial for an offence not proven in Court. g. Ayo Fayose- alleged mismanaged N1.2 billion Poultry project when he was governor between 2003 and 2006. On November 22, 2012, he was re-arraigned on 27 count amended charge of over   N416 million scam. At a point he wanted the charges quashed through a Court order that the offences were committed in Ekiti and not Lagos, Presently the trial was suspended because of an immunity clause because he was elected Gover-nor in 2014. h. Orji Uzor Kalu- alleged diverted Abia state fund to the tune of N5.6 billion while in office in 2007. The Appeal Court ruled that he submit himself for trial. i. Boni Haruna- A former of Adamawa state was al-

leged and charged on a – 28 count charge of fraud and embezzlement to the tune of N10 mil-lion and another N16.1 million. The matter dragged until January 31, 2012 for ruling. The ruling was not ready and the matter was ad-journed sine-die. j. Gbenga Daniel - A former governor of Ogun state- alleged mismanaged the state funds to the tune of N211.3 million between 2003 and 2011. The case had dragged so long though at a stage of prosecution.   More boggling news of lack of accountability and poor governance practices still thrive. Some reported in the Nation news paper Tuesday sept 1, 2015 P3 are: a. 2.2 billion dollar arms scandal b. A 6.9-million-dollar fraud committed under the guise of buying 3 mobile stages. c. A 2.5 billion-naira scam involving the renting of house boasts. d. 3.8 trillion naira out of the 8.1 trillion earned from crude oil (2012-2015) withheld by NNPC, e. 2.1 billion dollars from excess crude oil unac-counted for.  f. 109.7 billion-naira royalty from oil firms unremit-ted by the Department of Petroleum Resources (DPR).  g. 6 billion dollars allegedly stolen by some minis-ters between 2009 and 2012 h. 13.9 billion dollars being proceeds of 160 million barrels of crude oil lost between 2009 and 2012. i. 16 million dollars from botched arms deal yet to be returned to Nigeria.  j. 13 billion dollars Nigeria Liquefied Natural Gas (NLNG) dividends mostly unaccounted for. k. 30 billion-naira questionable waiver granted to rice importers  l. 183 billion unaccounted for at the Niger Delta Development Commission. 
4 THE STRIDES OF PRESIDENT BUHARI MO-HAMMADU 
History had it that poor governance practice had been in-vestigated in the past. According to the views of Egwu [11], Probes and Commissions of Enquiry never led to the punishment of culprits and Achebe [13] opined that demo-cratically elected government preached due process and did everything in contravention of due process. Records had it that from the Coker Commission of Enquiry in 1962 in the Eastern and the Western Nigeria to the Joda com-mission of Enquiry in the North in 1967, and the Asset In-vestigation Panel of 1975-1976; and the probes into FESTAC ’77 Leyland buses and the cement importation scandals were merely executed to divert public attention elsewhere. Is history been repeated by the current recovery of loots of the treasury? A close look shows the contrary. Odunsi [14] opined that EFCC recovered over N473 billion in 2017. Another feat was made also between May 2015 and and May 2016 according to Ogundipe [15] that N204, 888, 835, 727.25, $9,275,363,504.76, £5,992,803.01 and €314,649.17 were cash recoveries and recoveries  under  in- terim forfeiture (www.premiumtimes.com/newsheadlines 
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20467). It follows then, that when the machineries of gov-ernance are properly set, accountability naturally follows.  
CONCLUSION AND RECOMMENDATIONS 
One cannot doubt that the infrastructural decay, the ero-sion scourge in the South and the desert encroachment in the North with the myriad of social vices are signals of the poor governance and lack of accountability. The proper functioning of governance and accountability will ensure economic growth. The paper therefore makes recommen-dations as follows: i. Attitudinal reorientation on the part of bureaucrats and the enforcement of internal control mecha-nism that guarantees effective functioning of governance and accountability process. ii. Nigerians entrusted with governance declare their as-sets publicly.  iii. The civil society and the press must vigorously be in-volved in the fight. iv. Speedier adjudication process and stiffer punishment to officials that abuse proper governance and ac-countability tenets. v. The whistler must blow louder to send shivering sen-sation on potential corrupt Nigerians and recover whatsoever had been hidden anywhere. vi. Complete implementation of the cashless economy policy to discourage people from stacking ill got-ten wealth in ‘Ghana must go’ bags in their hous-es. vii. The removal of the obnoxious immunity clause in the constitution. 
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Abstract - This research work examined the influence of recreational activities on the wellness and level of participation among the middle class income in Osogbo. Various research techniques were implemented in collecting data for this research work which include field survey, site observation, personal communications, survey questionnaire and collection of second-ary data.  Five recreation centers were purposely selected from Osogbo, Osun state, using simple random technique. A total of fifty (50) respondents were sampled and questionnaire was used to elicit information from them. Data collected was pre-sented using tables and graphs, and described using frequently counts and percentages. The findings showed that middle class income in Osogbo metropolis participates actively in recreational activities, although mostly on weekly basis. The par-ticipants expressed their preference for mental benefits as the highest perceived benefits from engaging in recreational activi-ties, this is because it reduces stress and depression associated with today’s working environment. This study thus recom-mends that government should put in place policies that will favors private investors in recreational business. The employ-ers should ensure flexible working condition, so workers can enjoy their leisure. However, the employees should avoid over-working themselves, and spend leisure time for recreation activities only in order to enjoy the full benefits associated with it. 
Keywords: Level of Participation, Mental Health Benefits; Middle Class Income; Recreational    Activities; Well-ness

.1 INTRODUCTION  
Every individual at some stage in their lives will par-ticipate in some recreational activities, be it active or pas-sive recreation. Participation must be by choice in order to be considered recreation. Recreation is like experience that results from freely chosen participation in physical, social, intellectual and community well being. Louis London (2011), in his blog, stated that average indi-vidual is recommended to divide his day into three: 8 hours of work, 8 hours of recreation and 8 hours of sleep in order to reach better balancing in life, get energy to work and be able to concentrate better. The individual that engages in recreational activities and sleep well makes better decision during working hours (Louis, 2011, cited in Osadare, 2017).             

1.1 Definitions of Recreation from the Literature Recreation is considered as activities through which leisure may be experienced and enjoyed, but it is also seen as a social institution, sociality organized for social pur-poses (Grant and Allan, 1990). George (1986), viewed recreation as personal experience (what it does to a person), as activities (the form it takes) or as an institution (the structure in which it is made avail-able to the community). Taken yet another way, recreation can be viewed as a process (what happens to an individu-al) and as a structure (the framework in which recreation is practice). John in his own definition considered recreation to be an activity voluntarily undertaken, primarily for pleasure and satisfaction, during leisure time (John, 1983). Leisure is a block of unoccupied time, spare time or free time, when we are free to do as we choose. It is discretion-ary time when our feeling of compulsion should be mini-mal (Veal, 1992). 
1.2 Leisure and Recreation Leisure and recreation are not synonymous. Leisure is time element, one’s free time, while recreation refers to activities in which one engages during leisure. Without leisure, recreation may not be feasible as leisure provides time element for recreational activities (Osadare and Adeyemi, 2017). 
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1.3 Elements of Tourism 
 Recreation activities are engaged during leisure that is one’s free time 
 Recreation is concerned with activities human be-ings find pleasurable and satisfying, the reward is immediate satisfaction, no monetary  reward. 
 Recreation is voluntary, no coercion by someone else or forceful participation. 
 Recreation is not anti-social, any activity that is not socially acceptable is not recreation. Such act as gambling, wrestling to kill and so on are not regarded as recreation. 

1.4 Forms of Recreation 
 Active Recreation: involves using a lot of energy and allow you to move around a lot. One is sub-ject of the activity. Examples of active recreation are: Hiking, Jogging, Aerobics, Sport, and water based activities. 
 Passive Recreation: this involves little exertion, but it is generally sustained. Examples of passive recreation are reading, fishing, listening to music, watching T.V.  

1.5 Statement of Problem and Objectives Pressure at work place is unavoidable due to the demands of the contemporary work environment. Increasing de-mands on the individual in the workplace reach out into homes and social lives of employees. Long, uncertain or unsocial hours, high level of responsibility, taking work home, job insecurity and lots more may affect level of par-ticipation in recreational activities of working class indi-viduals. Lack of recreation is likely to undermine a good and relaxing quality of life outside work. Thus, this re-search work will examine the level of participation in rec-reational activities by middle class in Osogbo metropolis and benefits of active recreation to total wellness. 
1.6  Justification The Influence of recreational activities on human wellness cannot be over emphasized. Participating in recreational activities helps manage stress, taking time to nurture one-self provides a sense of balance and self-esteem. Oladeji and Adedapo, (2014) affirmed that both anxiety and exten-sive stress are as a result of overwork and they have been identified as indications of depression. They further ex-plained that depression disrupts relationship and inter-feres with work and daily activities and must be avoided. Critcher, Bramham & Jomlinson, (2001) recalled that the result of increased leisure that is not properly utilized can manifest in various societal problems, ranging from illness, depression, violence, drug abuse and other related uses. 
 
 

2.0 BENEFITS OF RECREATION 
Recreation is as old as man and everybody needs it. It plays important role in physical, economic and socio-cultural development of mankind (Okoli, 2001). In Nigeria however, it has been observed that culture of participating in recreation activities consciously is relative-ly low. This may not be unconnected with economic cir-cumstance prevalent in the country. 

2.1 The Physical Health Benefits Recreational parks, trails and historical sites are excellent inducements to physical activity. These varied recreational opportunities make physical activity interesting, enjoyable and encourage life-long fitness habits. 
 It reduces obesity: exercising activities can help curb obesity. Obesity is associated with increased risk for disease, mortality, chronic medical condi-tions. 
  Recreational activities diminishes risk of chron-ic disease like diabetes, cancer, heart disease e.t.c. The correlation between recreation activity and health was highlighted naturally in a report from health and human services (HHS, 2001). Regular moderate activity like brisk walking for 30min to 60mins reduces the incidence of cardiovascular disease (Hannel and Lemore, 2002). People who exercise have a lower incidence of colon cancer than their sedentary counterpart (Lee, 1995). 
 It boosts immune system:  physicaly fit person is less prone to illness. Researches show that posi-tive changes in the immune system occurs during moderate exercise (Nieman, 2001).  Participating regularly in recreation activities help maintain bone and joint health (Gorman, 2002). 
 It increases life expectancy: Regular physical ac-tivity reduces the risk of developing or dying from some of the leading causes of illness and death in the united state. On the average, every hour you spend exercising increases your life ex-pectancy by two hours (ARC, 2000). 

2.2 The Mental Health Benefits Mental health disorders pose a significant public health burden and are a major cause of hospitalization disability. 
 It Reduces Depression: recreation and leisure ac-tivities can help alleviate depression. Recreation also reduces alienation, loneliness and isolation. The more time participants spent on hobby, swing, visiting with friends, the more their de-pression decreased (Siegenthaler, 1997). 
 It relieves Stress: the human body has built-in stress relievers that can be triggered through rec-reation activity. Revitalization through recreation 
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activity is essential to managing stress in today’s busy and demanding world. 
 It improves the quality of life:   recreational ac-tivities helps in changing self-image, self esteem, personal and spiritual growth and life satisfaction. Consistent recreation activity increase self esteem, according to a substantial number of studies (Frank and Gustafson, 2001). 

2.3 The Social Benefits Recreational opportunities can have positive impacts on our society. Survey opinions and crime statistics sup-port of link between open spaces recreation and reduced crime (SCRA, 2005) 
 It strengthens communities: park and recreation opportunities are essential for strengthening and maintaining a healthy community. 
 It reduces crime: well maintained parks facilities help reduce crime in a community. 
 It promotes social bonds: between individuals, families and communities building cultural toler-ance.   
 It Unites families: families that recreate together tend to be closer and more cohesive. By participat-ing together family members elicit feeling of loyal-ty trust, harmony, team work and good will. 
 It builds cultural diversity and harmony: the strength of a community is increased through rec-reation activities that allow people to share their cultural and ethnic difference, provides means for social interaction that can help to break down the barriers of unfamiliarity, fear and isolation. 
 It develops youth: recreation assists in overall youth empowerment. it also help decision-making skills, cooperative behaviors,  positive relation-ships and empowerment 
 It enhances education: park lands and outdoor recreation facilities in country, city and state parks provide exceptional learning opportunities for students, directly impacting school performance 
 It deters negative behaviours: recreation pro-grams can provide safe, developmental opportu-nities for latch key children. The programs pro-vide childcare in a stimulating setting, keeping children from being bored and keeping them out of trouble. 

3 METHODOLOGY 
Osogbo is the capital city of Osun state. Osun state was created on 27th August 1991, carved out from Old Oyo state. Traditionally, the people in Osogbo engaged in agri-culture and produce, sufficient food for domestic con-sumption and as input for agro allied industry for export. Workers in Osogbo comprise mostly of civil servants, em-

ployees of private parastatals, and Bankers. Many resi-dents of osogbo are into small and medium scale enter-prises.    Osogbo being a state capital has number of recreational centers for public use. Among the highly patronized cen-ters are: Delightsome hotel and park, Osun Osogbo Grove, GMT recreational park, Ripples fun center, Ideal nest, mer-cy tree pub, Osogbo sport stadium. 
3.1 Method   The target population for this study is all middle class income workers in Osogbo metropolis. Middle class pat-ronage to five recreation centers in Osogbo was selected as sample. These five recreation centers were purposively selected because they are highly patronized majorly by middle class income group. Data for this research work was collected using primary and secondary methods of data collection. A total of fifty respondents were sampled and questionnaire was used to solicit information from them using simple random technique. Site observation: involves visiting recreational facili-ties in Osogbo (the study area) over a period of time to access and make systematic observations of the phenome-non. The secondary data were collected from existing liter-ature such as journal, textbook and academic magazine.  3.2 Research Instrument The instrument used was questionnaire. The ques-tionnaire had four main sections that collected information on: (1) Demographic characteristics of the respondents; (2) Major recreation facility that motivate the respondent; (3)How often the respondent engage in recreational activi-ties; (4) Perception of influence of recreational activities on wellness of the respondents. The questionnaires were ad-ministered on weekend based on Knudson’s (1984) opinion that recreational activities are mostly done on weekends, coupled with the fact that the population of this research is working class of the study area.- Table 1: Distribution showing sampling procedure and size. 
Recreation cen-ter Questionnaire distributed Question returned Percentage of returned 
Osun Osogbo grove 10 8 90.0 
Delightsome hotel and park 10 9 90.0 
Osogbo sport stadium 10 10 100.0 
Mercy tree pub 10 10 100.0 
GMT part 10 8 80.0 
Total 50 45 90.00 
Source: field survey, 2018 
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4 ANALYSIS, RESULT AND DISCUSSION 
Data collected was presented using tables and graphs and described using frequency counts and percentages.   Table 2: Major facilities and Services of Recreational Centers 

Recent Centers Facilities 
Delightsome Hotel and Park Accommodation Swimming pool Mini zoo Game center Gymnasium 
GMT Recreation Park Accommodation Swimming pool Gymnasium  Clubbing 
Osogbo Sport Stadium Indoor game Outdoor sport 
Osogbo Grove National scenery Vibrating bridge Osun river 
Under the Mercy Tree Pub Sales of Alcoholic beverages  Sales of light meal  Football Viewing center Live band entertainment 
  This indicates that the study area Osogbo has efficient firm recreational facilities for her residents             Figure 2: Distribution by Gender 
The above chart shows that majority of middle class en-gaging in recreational activities are male (57.78%), while 42.22% of the respondent are female. This is an indication that more men engage in recreational activities then their female counterpart. The plausible reason for this could be that women have lesser leisure time than men, this is be-cause the societal expectations of traditional role of a woman as a home maker tend to over burden them with dual and multiple responsibilities. This is consistent with the work of Delina and Raya, (2013), that confirmed that the ever increasing working pressure is taking a toll on women leaving them with less time for themselves or lei-sure. 

             Figure 3: distribution based on age of the respondents  The chart above shows that 51.1% of the total respondents fell between age 26 and 35year, 28.89% fell between 16 and 25 years, while 4.44% of respondent are 46 years and above. The data revealed that a larger percentage was within age bracket of 26 and 35 years with 51.1% of total respondents. This implies that more youth participate in leisure activities. Figure 4 reveals that 11.11% of the total   respondents had at least secondary school certificate, 28.9% had ND/NCE; 53.33% had first degree, while only 6.9% had post gradu-ate degree.             Figure 4: Distribution by Educational Qualification  Figure 5 shows that 64.44% of total respondent is single, 24.44% is married while 11.1% of total respondents is sepa-rated.            Figure 5: Distribution by Marital Status  
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This indicates that more singles utilize leisure and engage in recreational activities. This could be as a result of more free time because of absence of family commitment or work family conflict (WFC). In Figure 6, 13.33% of the re-spondents spends between 4 and 6 hours at work daily, 62.22% spends between 7 and 8 hour daily at work, while 24.44%spend more than 8 hours at work on daily basis.                Figure 6: Distribution by Time spent at work  The above information implies that majority of the re-spondent spend normal working hours 7 to 8 hours at work, while 13.33% spend lesser hours . This indicates that there is ample time for leisure and recreational activities for middle class in Osogbo metropolis.  Figure 7 shows that 22.22% of the total respondents partic-ipated in gymnasium activities, 15.55 engaged in each in swimming, outdoor sports and football viewing. 13.33% visit pub. this implies that middle class in study area en-gages in active recreational activities.  Major Attraction that motivated the respondents.              Figure 7: Distribution by Attractions that Motivates the Respondents Figure 8 reveals that 62.22% of total respondents engages in recreational activities on weekly basis, followed by re-spondents that engage bi-weekly and bi-monthly at 15.55% 

each, only 6.70% of total respondents participate monthly in recreational activities.            Figure 8: Distribution by how often respondents engage in recreational activities  This implies that middle class in Osogbo metropolis partic-ipate only on weekend in active recreational activities. This is consistency with the research of Knudson’s (1984), which confirmed that recreation activities are mostly done on weekends. From figure 9, majority of the respondents (48.9%) perceive mental health benefits from participating in recreational activities; 40% of total respondent enjoy physical health benefits, while 11.11% of the respondents receive social benefits from recreational activities partici-pation.  

 Figure 9: Distribution based on Perceived Benefits of Rec-reational Activities  Information in Figure 9 implies that engaging in recreation activities reduces depression, relieves stress and improve quality of lives of larger number of middles class in the study area. 
4.2 Discussion past  researches  show that  stress is included with depres-sion and anxiety as the second most common causes of occupational illness in statistics  compiled by the United Kingdom Health and Safety  Executive(HSE) causing  the loss of  13.5 million employees in the working days of year 2007/2008 (Hall E.M. (1994); cited in Michie, 2002). It is also deduced from the findings of this work that pressure at workplace is unavoidable due to the demands of con-
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temporary work environment; increasing demands on in-dividual in the workplace reach out into homes and social lives of employees. Participating in recreational activities helps manage the pressure, provide self esteem and im-prove quality of life. Sedentary lifestyle can result in lot of health problems. The study area, osogbo metropolis has number of rec-reation centers that can serve all ages and interests. How-ever, more male of the middle class participates more in recreational activities than their female counterpart; more single than married and more youth than adult. Seventy five percent of total respondents spend 8 hours or less at work daily, which means middle class, have ample time as leisure to explore recreational centers. The major attraction that motivated respondents and how often the respondents engage in leisure activities were also investigated. The study revealed that middle class in study area mostly engage in recreational activities weekly and the major attraction that motivated the re-spondents varied. When asked about benefits derived from participating in leisure activity, majority consented that mental health was highest benefit perceived, followed by physical health benefit and few identified social interac-tion as the benefit derived from recreational activities.  
4.3      Conclusion and Recommendations The study examined the influence of recreational activities on the wellness and level of participation among middle class income in Osogbo Osogbo metropolis endowed with recreational resources that are of heath, social and economic importance to the host communities. Briand, Sauve and Frechette, (2011), affirmed that recreation has a value for individuals and groups and also constitutes a means of improving the functioning of societies. The respondents expressed their willingness to visit recreation centers after work daily but for economic situating that do not avail them the spending towards leisure on daily basis. This study thus recommends that government should put in place policies that will favors private investors in recrea-tional business. The employers should ensure flexible working condition, so workers can enjoy their leisure. However, the employees should avoid overworking them-selves, and spend leisure time for recreation activities only in order to enjoy the full benefits associated with it. Acknowledgement The author would like to thank the anonymous reviewers for their valuable comments. 
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Abstract—The objective of the study was to compare electrical insulating properties (electrical resistance, electric resistivi-ty, electric conductivity, and current density) of dry coarse sand (0.50-1.00 mm); dry fine-medium sand (0.125-0.50 mm) and MgO powder.  Ohm’s law method was adopted and used to investigate electric insulating properties of the samples by allowing currents to flow through equal cylindrical length of 0.015 m and cross-sectional area of 1.131x10-4 m2 of the sam-ples when potential differences of 100-300 volts were created across them. The two sand samples were sieved through sieves of apertures 2.00 mm, 1.00 mm, 0.50 mm, 0.25 mm, and 0.125 mm to obtain the required particle sizes for the experiment. Sample of MgO powder, an electrical insulator used in conventional electrical heating devices, was also obtained. Results showed that, the two dry sands possessed comparatively good electrical insulating properties and can serve as reliable and efficient alternative electric insulators in place of MgO powder in electric irons and kettles.  
Keyword— Current Density, Electric Conductivity, Electric Intensity, Electrical Resistance, Electric Resistivity, Ohm’s Law  

1 INTRODUCTION 
CONVENTIONAL electric irons and kettles are some of the most widely used house-hold electrical heating devices in Nigeria, especially in urban areas where electricity sup-plies are comparatively higher than in rural areas. Most of these heating devices are being imported from China and other developed countries of the world into Nigeria. As a developing country, Nigeria is still lagging behind in terms of industrial development for manufacturing of these basic electric heating devices. Many people in developing coun-tries, including Nigeria, rely solely on the use of fuel wood for cooking and for boiling water leading to deforestation [1]. This calls for the need for scientists and engineers to close ranks and re-direct the nation’s industrial sector to-wards the development and manufacturing of such electric heating devices that are affordable, efficient and reliable.  Thermal properties of dry coarse sand and dry fine-medium sand in comparison with those of MgO powder had been determined [2] and the result showed that dry sand possessed good thermal properties that could be har-nessed in electrical heaters as electrical insulator in place of MgO powder. In addition, the time rate of heat transfer through both coarse sand and fine-medium sand at 0% moisture content is higher than through MgO powder [3]. However, thermal properties of these sands alone cannot justify their potential for use in the fabrication of electrical heating devices such as electric irons and kettles. Their electrical insulating properties are therefore as important as their thermal properties. The objective of this study was to compare some elec-trical properties (electrical resistance, electric resistivity, electrical conductivity and current density) of dry coarse 

sand, dry fine-medium sand and MgO powder, an insula-tor used in domestic electrical heating devices [4]. These electrical properties are the most important determinant of a material’s potential to serve as electrical insulator in elec-tric heating devices. Knowledge on electrical insulating properties of dry sands can also be applied on buried ca-bles below the earth’s surface at regions containing pre-dominantly sandy soils and/or other soil types. In this case, the presence of soil moisture regimes beneath the earth and the possibility of ionic conduction due to the presence of ions in the soil solution is possible particularly where cable insulators are damaged [5]. The samples of dry coarse sand and dry fine-medium sand employed for use in this study were at 0% moisture contents to avoid errors resulting from electrolytic conduc-tion associated with saturated soils. The mineral present in sandy soil is predominantly quartz. This mineral is an ex-cellent electrical insulator.  Also, the soil gas phase is most-ly air which is a bad conductor of electricity and, like quartz, it opposes the flow of electric current [5]. Dry sands at 0% moisture contents, containing non conducting air and quartz can therefore be considered as reliable al-ternative electrical insulators in electric irons and kettles.  In addition, the vast availability of sands on the surface horizon, in comparison with MgO powder, could render them to be the most preferred natural resource materials to be used as alternative electrical insulators in electric heat-ing devices.  
2 THEORETICAL 
Electrical resistivity is a property which expresses its abil-ity to oppose flow of electric charges. It depends on the 
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geometrical structure of the material and it is a factor that relates the distribution of electric field and the flow of elec-tric charge in the material. It is given by Ohm’s law as fol-lows [5]:   (1)  where E is the electric field intensity (i.e. potential gradi-ent) and j is the current density (i.e. current per unit cross sectional area). Thus;  
  

(2) 

Consider a cylinder composed of uniform MgO pow-der or sandy soil material, having a length, L, and at each of its ends, a cross-sectional area, A (Figure 1). An electric current, I, defined as the flow rate of electric charge, is ap-plied at one end of the cylinder and exits the other. The cylinder to a greater or lesser extent, opposes this through flow of electric current, thereby causing a drop in electric potential, V, which occurs along the coulomb’s length from the end where I enters to the end where I exits the cylinder.                                 Figure 1: Cur- rent flow through a uni-form cylindrical soil (adapted from [5]).   Electric potential can be described as the potential en-ergy for a unit charge resulting from its position within an electric field. As indicated in Equation (3) below, V is proportional to I, and the proportionality constant is the resistance, R, which is the characteristic of the cylinders overall ability to oppose current flow:  
 

(3) 
 The negative sign in Equation (3) simply indicates that current flow is in the direction opposite to that of in-creasing electric potential. Equation (3) is referred to as Ohm’s law, and the resistance, R, of the cylinder can itself be expressed as:  

 

(4) 
 

 where again, L and A, are the length and cross sectional area of the cylinder respectively, and ρ is the resistivity.  Electric intensity is therefore given as:  
 

(5) 
 As stated earlier, resistivity is a property only of a 

material composing the cylinder and represents the capa-bility of that material to oppose the flow of electric current. The ρ values for soils and rock materials are typically re-ported in units of Ohm-meters (Ωm). Electrical conductivi-ty, σ, is the reciprocal of ρ and is the property indicative of a material’s ability to convey electrical current. It is also expressed as;  
 

(6) 

3 EXPERIMENTAL 
3.1   Sample Preparation To determine electrical insulating properties of dry coarse sand and dry fine-medium sand, sand sample of varying grain sizes was obtained within the bank of River Benue in Yola, Adamawa State, Nigeria. The sand sample was light brown, loose and granular without any bonding mecha-nism. It was also free from sandstones, scattered surface rocks and other soil types.  The size ranges of sand particles originally proposed by Glossop and Skepton in 1945 [6] was adopted in this study. These size ranges as defined in BS 5930:1981 and also U.S Department of Agricultural system is presented in the table below.  Table 1: Particle sizes of dry sandy soil Class name Particle size (mm) Test procedure Very coarse sand 1.0-2.0   Sieve analysis Coarse sand 0.5-1.0 Medium sand 0.25-0.5 Fine sand 0.125-0.25 Very fine sand 0.05-0.125 (Adopted from [6])  Before the dry sand sample was sieved, aggregates and organic matter must be broken down and removed [6]. The sand sample was first air dried and sieved through a 2.00 mm sieve. Hydrogen peroxide (H2O2) was added to the sand, well stirred and left to stand overnight in a con-tainer of known weight. H2O2 was used to destroy the or-ganic matter present in the sand [7]. The container and its content were placed on a hot plate for few minutes in or-der to destroy the remaining organic matter after which it was washed with distilled water. More H2O2 was added to ensure that all organic matter was removed. The container and its content were heated again to decompose any re-maining peroxide in the sand. At this point, enough dis-tilled water was added and well stirred, cooled and allow to stay over-night. The remaining organic matter that was seen floating on the surface of the water was removed carefully by decantation. The sand was sun dried for three consecutive days. After sun drying, the container and the sand were weighed. Subtracting the weight of the contain-er from the total weight gave the weight of the sand free from organic matter. The sand was then ready for particle size analysis.  The sand sample was sieved through sieve sets of ap-ertures 2.00 mm, 0.25 mm,     1.00 mm, 0.50 mm, and 0.125 mm. The initial mass of the sand sample used in this study 
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was 500 g. The sieves were arranged in descending order from the largest aperture to the smallest. The sand sample was released into the first sieve and the whole assembly was put in a mechanical shaker to shake for 5 minutes. Each of the samples retained in the sieve was weighed (weight retained). This was applicable to all sieves in the series. It was from this particle size analysis that dry coarse sand of particle sizes 0.50-1.00mm and dry fine-medium sand of particle sizes 0.125-0.50 mm were obtained.  MgO powder was also obtained. Few conventional electrical heaters were purchased and destroyed to get the sample. The powder was then packed in a closed container to avoid dust and other particulates from contaminating it.   
3.2 Experimental Setup Ohms law method was adopted in this study for use in the determination of electrical insulating properties of the sample materials. This was done by putting each of the three samples respectively in three identical tubes of same dimensions of length, cross-sectional area, thickness, and inner and outer diameters. Their electrical insulating prop-erties (electrical resistivity, current density, electrical re-sistance and dielectric) were determined. Figure 2 shows the circuit diagram for the experi-mental set-up. Equal volumes of the three samples were enclosed respectively in three identical cylindrical tubes and compacted to a denser state. Lead wires were connect-ed at both ends of each of the tubes. The cross-sectional area and length of the samples in each of the tubes were 1.131x10-4 m2 and 0.015 m respectively. Each of the three samples was connected to circuit one after the other while a potential difference of 100-300 volts were connected across their respective terminals.  Readings of currents and current densities were obtained and tabulated.          Figure 2: Circuit diagram for determination of electrical insulating properties of sampled materials 
4 RESULTS AND DISCUSSION 
4.1   Particle size distribution Particle size distributions of sand affect both its thermal and electrical insulating properties. Thermal properties of sand increase with increase in its particle size and degree of compaction [8]. In order to draw up a particle size dis-tribution curve, it was necessary to calculate the cumula-tive percentage by mass of particles finer than each sieve aperture size that was passing each sieve. Table 2 gives the results of the particle size analysis while the particle size distribution curve is shown in Figure 3.    

Table 2: Results of particle size analysis of dry sand with initial mass m=500g. Sieve size (mm) 
Mass re-taining (g) Cumulative mass passing (g) Percentage passing (%) 

2.00 0 500 100 1.00 20 480 96 0.50 180 300 60 0.25 234 66 13.2 0.125 62 4 0.8  

 Figure 3: Percentage passing (%) against Sieve sizes (mm)  The interpretation of particle size analysis requires the drawing of a graph as in Figure 3. The shape and posi-tion of the graph provides qualitative information about the abundance of dry coarse sand and dry fine-medium sand samples required in the study. Thus, the analysis provides the basis for classification systems and their abundance in a given sample of soil. It was through this particle size analysis that dry coarse sand (0.50-1.00 mm) and dry fine-medium sand (0.125-0.50 mm) were obtained and used in this study.  
4.2 Variations of Electrical Insulating Properties of the Sampled Materials with Potential Difference (p.d.) Tables 3 shows the electrical insulating property data for the materials when potential differences of 100-300 V were created at the ends of their respective cylindrical lengths, While electric currents were obtained directly from amme-ter reading at each potential drop, other values of electrical properties, example; resistances, resistivity, electric intensi-ty and electric conductivity were calculated from Equa-tions (3, 4, 5 and 6) respectively. The electrical insulating properties of sands and of MgO powder were observed to vary with increase or de-crease in potential difference generated across the ends of their cylindrical lengths. Data of electrical insulating prop-erties of the materials presented here were used to study these variations. Graphs of potential differences against their corresponding values of electric current, electric in-tensity and current density of the sampled materials were plotted accordingly and are shown in Figures 4 and 5. Equations of trend lines of the various plots are displayed on the plot areas. The slope of regression of potential dif-ferences and measured values of currents for each of the three samples equals to their respective electrical re-sistances. Thus, using Equation 3, the resistances through MgO powder, dry coarse sand and dry fine-medium sand were found to be 3.835 x  3.835 x and 3.835 
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x respectively.   Table 3: Electric current, electric intensity and current density data for the sample materials at p.d (100-300 V) across the length of 0.15m  

 

Figure 4: Variation of (a) potential difference with current through 0.015m length of MgO powder; (b) potential difference with current through 0.015m length of dry coarse sand; (c) potential difference with current through 0.015m length dry fine-medium sand; and (d) potential difference with electric field intensity across 0.015m lengths of the sample materials. 

Figure 5: Variation of (a) potential difference with current density across 0.015m length of MgO powder; (b) potential difference with current density across 0.015m length of dry coarse sand; and (c) potential difference with current density across 0.015m length of dry fine-medium sand. 

  Employing Equation (5) and substituting the length 0.015 m, cross-sectional area    1.131 x 10-4 m2 and the slope s, the electrical resistivity of each the samples were found, 
using the relation ρ =  ,where s is the respective slope of 
the graphs in Figure 5. With this relation, resistivity of MgO powder, dry coarse sand and dry fine-medium sand were found to be 2891.59 Ωm, 2840.612 Ωm and 2849.66 Ωm respectively. Since, electrical conductivity, σ, is the reciprocal of electrical resistivity, the electrical conductivi-ties of MgO powder, dry coarse sand and dry fine-medium sand were also calculated (using Equation (6)) to be          3.50 x Ω-1m-1, 3.52 x ,  Ω-1m-1 and 3.51 x   Ω-
1m-1 respectively. The slope of the trend line for variations of electric in-tensities with potential differences across the sample mate-rials was 66.7 m while the slopes of the trend line for varia-tions of potential differences generated across the length of each of the sample materials and current densities was obtained in units of volts meter squared per ampere (Vm2A-1) to be 3.399 x Vm2A-1 for MgO powder, 3.363 x Vm2A-1 for dry coarse sand and 3.341 x Vm2A-1 for dry fine-medium sand It is evident from the foregoing that the electrical conductivities through the sample materials were very low due their high resistances. The electrical resistivities, on the other hand, were found to be greater in magnitude than those of electric conductors and semicon-ductors. For instance, silver which is the best conductor of electricity has a resistivity of 1.6 x   while sili-con, a semiconductor material, has the highest resistivity of 2300  than those of other semiconductors [9]. Thus, since resistivity of semiconductors falls immediately between those of conductors and insulators [9], it is clear from the results obtained in this study that dry coarse sand and dry fine-medium sand, whose resistivity values fall under insulators, possessed good electrical insulating properties with the potential for use as substitute to MgO powder in electrical irons and kettles.  It is important to note that the electrical resistance of a very dry human skin is 500 kΩ [10]. Hence, electric 

p.d. (v) im (x10-6A) ic (x10-6A) if (x10-6A) E (x102  Vm-1) jm (x10-2Am-2) jc (x10-2Am-2) jf (x10-2Am-2) 100 37.76 37.80 37.95 66.7 33.386 33.421 33.554 120 45.07 45.56 45.42 80.0 38.849 40.282 40.159 140 52.85 52.92 53.37 93.3 46.728 46.790 47.188 160 60.41 60.45 60.56 106.7 53.412 53.448 53.545 180 67.96 68.04 68.13 120.0 60.088 60.159 60.238 200 75.51 75.60 75.70 133.3 66.763 66.843 66.931 220 83.03 83.16 83.28 146.7 73.412 73.527 73.633 240 96.75 90.72 90.84 160.0 85.543 80.212 80.318 260 98.17 98.28 98.41 173.3 86.799 88.540 87.011 
280 105.71 105.90 106.00 186.7 92.926 93.633 93.722 
300 113.26 113.41 113.60 200.0 100.141 100.274 100.442 
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currents in the order of microampere through the sand samples as presented in Table 3 are not high enough to cause muscular spasm due to this skin resistance. There-fore, kettles and electric irons made with dry coarse sand or dry fine-medium both at 0 % moisture content as elec-trical insulators are liable to be free from electrical shock. 
5 CONCLUSION 
In this study, we have shown that it is possible to substi-tute MgO powder used in these electrical house-hold heat-ing devices with dry coarse sand and dry fine-medium sand at 0 % moisture content. Using Ohm’s law method,  the electrical resistance to flow of electric current through MgO powder of cylindrical  length 0.015 m and cross-sectional area of  was determined and found to be  while the respective resistances to flow of current through same cylindrical length and cross-sectional area of dry coarse sand and dry fine-medium sand were     and    re-spectively. The percentage difference between the re-sistance in MgO powder and those of the two sand sam-ples were approximately 1.5 % in each case. Using relevant formulae, the respective electrical resistivity and electrical conductivity of the samples were found to be   2840.612  and 3.52 x   for dry coarse sand and 2849.366  and 3.51 x   for dry fine-medium sand.  
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Abstract—Agricultural waste which had been used in solid state fermentation for feed production include maize cob which has a large cellulose and hemicellulose reserve.  Large scale fungal degradation of maize cob was carried out and the product, fungal de-graded cob product (FDCP) was used to supplement broiler finisher diet at different concentrations.   Significant differences were observed in the weight gain, feed efficiency and feed conversion ratio.  The mean daily weight gain was higher in D2 birds (18% FDCP) the D1 (commercial feed) and other diets. The lungs and pancreas of all birds did not show any disease symptoms. However, the liver of birds fed diet 3 (50% FDCP) showed necrotic lesion while the kidney of diet 4 birds showed interstitial congestion and hemorrhage. It is concluded that low level of supplementation of FDCP up to 18% is advantageous to the bird. 
Keyword—broiler diet; feed efficiency; fungal degradation; histopathology; maize cob,  
1 INTRODUCTION  

 The unprecedented increase and prohibitive cost of conventional ingredients used in compounding live-stock feed has necessitated intensive investigations into the use of agricultural and agro-based industrial by-products (Adeyemi and Familade, 2003). Agricul-tural waste include maize cob, a major cereal by-product worldwide mostly prominent in Nigeria and their use as ruminants feed stuff has been reported (Alokan, 1988, Babayemiet al., 2009., Jansen, 2012 and Kanengoriet al., 2015). Maize cob is widely available in large quantity in Nigeria produced approximately 1.5million tonnes during the 2009 to 2010 season. It could be cheaply procured but it has the disad-vantage of poor nutritional value (Dzowela, 1987, FAO, 2012, Jansen, 2012). Poultry, however, cannot ac-cess the nutrient in maize cob because their enzymatic digestion cannot properly breakdown the cellulose cell wall hence, the use of fermentation techniques (Dirar, 1992). In agro-based industry, solid state fermentation has been applied in the process of transformation of food residues for the production of traditional fermented food, protein enrichment and single-cell protein pro-duction (updegraff 1971).  The filamentous fungi are the best adapted microorganism for solid subtrate fermentation owing to their physiological, enzymo-logical and biochemical properties.  Their ability to grow at low water activity and high osmotic pressure conditions makes fungi efficient and competitive in natural microflora, for bioconversion of solid sub-strate (Faniyi, 2006).  Fermentation generally reduced crude fibre content in crop residues especially when fermented with fungi (Belawu, 2003) and increase 

crude protein (Oduguwa, 2008).  However, the substantive effect of feeds compounded from such fermentation product on the chicken need to be determined. Onilude and Oso (1999b) reports that enzyme supplementation of various fibres had significant effect on the total lipid of the blood, liver and kidney of the birds relative to their age and type of fibre.  However not much has been reported in the pathological effect of such feed supplement in major organs of the birds. This study therefore aims at in-vestigating the effect of replacement of maize at dif-ferent percentages with fungal degraded maize cob in the broiler diet, on the performance characteristic and the liver, pancreas, kidney and lungs of fed chicken. 
2.0 MATERIALS AND METHOD 
2.1 Organism and Cultural Conditions The organism, Aspergilllusniger utilized in this study was isolated from degrading maize cob.  Isolation was made by using both pour plate and spread place method of Olutiolaet al., (1999).  Pure culture of the bacteria was routinely maintained on potato dextrose agar slant.  2.2 Fermentation of Maize cob 2.2.1 Preparation of Inoculum for FDCP Production  Large quantities of maize cobs were sun dried to make them more friable for crushing by using labora-tory hammermill.  The crushed substrate was then sieved to get the required substrate size (1mm).  Dis-tilled water was added in ratio 1:2 substrate; water and chicken extract solution.  Sterilization was done at 1210Cfor 15 minutes.  On cooling, it was inoculated and left to ferment at 300C for 28 days. 
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2.2.2 Scale up of Feed Production  Large scale production of FDCP was done by using a fabricated silo prepared from used cylindrical steel drum (60cm diameter and 110cm height).  The inner portion of the silo was lined with 0.25mm polyeth-ylene for each experimental bag in which fungal in-oculum was used.  Twenty four (24) kg of corn cob containing other additive was sterilized in a giant au-toclave and loaded into polythene bag, inoculated with inoculum and then sealed up after which it was covered with metallic lid.  Fermentation was allowed to take place for 28 days at room temperature.  The product is the Fungal Degraded Cob Product. 
2.3 Experimental Diets  Four dietary feeds containing basal diets were pre-pared in which FDCP was substituted for maize at 18, 50 and 82% while the commercial fed served as the control (Table 1). The experimental diets and clean drinking water were provided ad libitum throughout the experimental period.  Conventional management practices were observed in all the seven treatments. 
2.4 Experimental Birds  Four weeks old 40 broiler chicken (abroacha breed) were used in the study.  They were individually weighed and randomly assigned to four treatments (diets) in groups of 10 birds per treatment.  The treatments were replicated two times with 5 birds per replicate.  The birds were maintained on the diets for six weeks. 
2.5 Performance Characteristics The feed intake, feed conversion ratio, feed efficiency, body weight and body weight gain of the experi-mental birds were determined on weekly basis for the period of six weeks.  The daily feed intake was ob-tained by subtracting the left-over from the total amount of feed supplied.  Birds in each group were weighed at the inception of the experiment and week-ly thereafter to obtain the weekly and daily weight. 
2.6 Histological Procedure  Histological processing (preparation of organs and tissues for macroscopic examination of the excised tissues of the lungs, liver, kidney and pancreas from the sacrificed broiler chicks of all the diets were per-formed using medical laboratory technology and clin-ical pathology (MLTCP) and MPAMA’s procedure (Baker and Silvertons, 1985). 
2.7 Analysis of Data  All the data obtained from the study were analyzed with SAS and SPSS, a computer software package to determine ANOVA and the test of significance were carried out using Duncan’s multiple range tests (Dun-

can, 1955).  Table 1: Composition of the Experimental Diets (Broil-er Finisher) 
  Ingredient % Diets (Kg/100kg) 

1 2 3 4 
Maize  54.00 44.00 27.00 10.00 
Fungal Degraded Cob Product FDCP - 10.00 27.00 44.00 
Wheat offal  10.00 10.00 10.00 10.00 
Groundnut cake  15.20 15.20 15.20 15.20 
Soybean meal  12.50 12.50 12.50 12.50 
Fish meal  5.00 5.00 5.00 5.00 
Bone meal  2.50 2.50 2.50 2.50 
Broiler premix  0.30 0.30 0.30 0.30 
Salt (Nacl) 0.30 0.30 0.30 0.30 
Methionine 0.20 0.20 0.20 0.20 

Total  100 100 100 100 
3. RESULTS 

The feed conversion ratio (FCR) for D4 was signifi-cantly higher (4.74) compared to 3.60, 2.97 and 3.96 found in D1, D2 and D3 respectively.  Feed intake ranges from 4852g to 5190g in all the diets with the highest feed intake observed in D1 which is the com-mercial feed. Result of performance parameters are presented in Table 2.  There were significant differ-ences in the mean feed intake, body weight gain and mean daily weight gain of the experimental birds. The weight gained by D2 birds (18% FDCP) was higher (1635g) than in the control D1 (1440g) experi-mental D3 (1290g) and D4 (1058g).  Feed utilizations was lowest in Diet 4 (82% FDCP) with the value of 0.21 compared to D1, D2, and D3 (0.28, 0.34 and 0.25) respectively.  The histopathological examination of experimental birds revealed that no visible lesion in the pancreas in all diets (Table 3).  The lungs showed mild congestion and generalized congestion in D1 and D2 birds respectively, no visible lesion was seen in lungs of D3 and D4 (Table 3). The liver also showed no visible lesion in D1, D2 and D4 and a few foci of necrosis in D3.  However, the kidney of birds showed both interstitial congestion and haemorrhage.          
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Table 2; Performance of Broiler Chicken Fed Graded Levels of Fungal Degraded Cob Product FDCP) 
 parameters  Treatment Diets  1 2 3 4 Initial Weight (g) 600a 540b 570b 530b Final weight (g) 2046a 2175b 1860c 1588d Weight gain (g) 1,440b 1635a 1290c 1058d Mean daily weight gain (g) 34.28b 38.93a 30.71c 25.19d 
Feed intake (g) 5190a 4852d 5105b 5020c Mean daily feed intake (g) 123.57a 115.52d 121.54b 119.52c 
Feed conversion Ratio (FCR) .3.60c 2.97d 3.96b 4.74a 
Feed Utilization (FU) 0.28ab 0.34a 0.25bc 0.21c 
     
 Table 3: Histophatological Studies of Experimental Birds Organs (fed    FDCP) 

 
 

4 DISCUSSION 
Significant differences were observed in all the per-formance parameters of the experimental birds.  The value of the feed conversion ratio in D4 (82% FDCP)  was significantly higher than in other diets.  This showed that high feed intake does not have a corre-sponding effect on weight gain.  Aderoluet al., (2007) also observed that feed conversion efficiency became poor with corresponding incremental level of fibre.  This low productive value has been attributed to the possible presence of β – glucan in the added dietary fibres which could give rise to highly viscous condi-tions in the small intestine and interfere with nutri-ents absorption (Hesselman and Aman, 1986).  The mean daily weight gain was higher in D2 birds (18%) FDCP) than D1 (commercial feed and other diets), this showed that 18% FDCP substitution is beneficial to the birds.  The improvement in weight could be at-tributed to the fact that the birds in the present inves-tigation were able to adopt to the high dietary fiber-rich diet (Onilude and Oso, 1994), which has been par-tially degraded by the fungal isolate.   There was no significant difference in the feed utiliza-tion / efficiency in D1 D2 and D3.  This showed that birds fed 18% and 50% were able to utilize their feed for maximum weight gain like the commercial feed. Adeyemi and Familade (2003) also observed that up to 20% fermented maize cob replacement of maize showed little difference in the observed weight gain of the chicken.The lungs and Pancreas of the birds in all the treatments did not show any major symptoms of disease condition. However the liver and kidneys of the birds fed Diets 3 and 4 were affected by the diet.  These could be linked to the roles of these organs in the elimination of metabolic wastes and toxins from the body (Olajide, 2012). Hence these organs can easi-ly be affected by the type of diet taken by the birds.The liver of birds fed Diet 3 showed a few foci of Necrotic lesion while the kidneys of the birds in Diets 2 and 4 showed haemorrhage in the interstitium and interstitial congestion and haemorrhagerespectively.  Kidney and liver are primary organ of biotransfor-mation in animals (Onyeyiliet al., 1998) hence, the ef-fect of the diet on these vital organ must be deter-mined. 

5. CONCLUSION 
Results from this study indicated that maize could economically be replaced by 18% FDCP in the diet of broiler finisher without compromising the quality and quantity of carcass birds and without deleterious ef-
fect on the health status of the birds. 

 

Treatment/ Di-et 

Liver  Kidney Lungs  Pancreas 

D1 No visible lesion seen  The interstitial (lymphoid) compartment is reduced in den-sity  

Very mild con-ges-tion  

No visible le-sion seen  

D2 No visible lesion seen Marked haem-orrhage in the interstitium, few tubular cells are necrot-ic 

Gen-eral-ized con-ges-tion  

No visible le-sion seen  

D3 There are few foci of necrosis and cellu-lar infiltra-tion by mononu-clear cells   

Mild conges-tion  No visi-ble lesion seen 

No visible le-sion seen  

D4 No visible lesion seen  Interstitial con-gestion and haemorrhage 
No visi-ble lesion seen 

No visible le-sion seen  
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Abstract—Oil palm frond (OPF) is the most abundant waste biomass produced in major oil palm producing countries such as Malaysia. By virtue of being a lignocellulosic biomass, contains cellulose and hemicellulose that stimulate the production of cellulase and xylanase enzymes by certain fungi. Moisture content, being one of the major factors affecting fungal growth and enzyme production in solid state fermentation (SSF), was optimized using the newly isolated cellulolytic and xylano-lytic zygomycetes strain- Rhizopus oryzaeUC2 and raw oil palm frond leaves (OPFL) as growth substrate. Maximum cellulase and xylanase activities were recorded at optimum moisture content of 40 % (v/w). Under SSF conditions of using dried and grinded raw oil palm frond leaves of size 1-3 mm as growth substrate, moisture content (40 %), initial pH (5.2), temperature (30˚ C) and inoculum size of 2.0 × 108 Spores/g, the activities of CMCase (endoglucanase), FPase (exoglu-canase), β-glucosidase and  xylanase  reached their maximum of 112 U/g, 13 U/g, 145 U/g and 205 U/g respectively, all on the 5th day except β-glucosidase which was on the 6th day. These results show that relatively, low moisture SSF conditions are suitable for efficient cellulase and xylanase production by R.oryzae using OPFL as growth substrate. 
Keyword— Moisture content optimization; oil palm frond; fungal enzymes; solid state fermentation; lignocellu-losic biomass  

1 INTRODUCTION  
The lignocellulosic biomass constitutes the most abundant renewable biopolymer on earth, having cellu-lose, hemicellulose, lignin and in some cases pectin as the major components. A large share of this waste biomass is produced as post-harvest plant biomass by the agro-industry. In the palm oil mill, palm oil makes up only 10% of the total biomass. The rest, 90% biomass are discarded as wastes [95]. During oil palm fruit harvesting the prun-ing of oil palm frond (OPF) produces approximately 44 million tonnes dry weight of OPF annually. In 2012, an estimated 83 million tonnes (dry weight) of oil palm bio-mass wastes were available throughout the country [96], [97]. It is projected that these wastes will keep increasing, up to 100 million tonnes dry weight by 2020 [98]. Globally, over 190 million tonnes of solid and liquid residues are generated from the palm oil industries [99].  In 2009, it was recorded that about 77.3 million tonnes of oil palm biomass wastes was generated by the Malaysi-an oil palm industry [100]. The different types of oil palm biomass (OPB) waste generated and their respective quan-tities based on relative percentage dry weight is as follows; 

oil palm fronds contributed the highest- 44.8 million tonnes (57.96%), making it the largest biomass source in the oil palm industry [101], trunk forms the second largest -13.97 (17.98%) million tonnes followed by fibres and shells (15.01%) and empty fruit bunch (9.06%). These ex-cess OPB are left in the plantations, some of which are used for nutrient replacement or mulching purposes [97], while most of them lie in waste and left to decompose nat-urally. This process takes a considerable length of time due to the recalcitrance of the lignocellulosic contents. OPF which translates to OPFL are available throughout the year, when the palms are pruned or during the fruit har-vest [102]. There are high potentials for the biomass waste to be converted to value-added products such as enzymes, biofuel, compost, among others, thus could generate in-come for the nation. Bacteria and fungi has the ability to degrade amor-phous cellulose component of lignocellulosic biomass, rap-idly and efficiently [103], but the ability to degrade crystal-line cellulose is restricted to very specialized cellulose de-grading microorganisms [104].  Fungi are the best lignocellulosic degraders and among microorganisms, they are of great significance in 
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enzyme production as they secrete their enzymes extracel-lularly [105]. They belong to soft rot fungi (Ascomycetes, Zygomycetes) and brown or white rot fungi (Basidiomy-cetes) groups. Each group produces a collection of en-zymes dedicated to the degradation of a specific plant pol-ysaccharide; including many families of glycoside hydro-lases, esterases, and lyases. Many of these families are characterized by multiple catalytic activities, many of which show complementary activity over the same sub-strates [106], [107]. R. oryzae is a soft rot Zygomycetes which have been used in previous works in food fermenta-tion and enhancement of food tastes [108] , production of ethanol and organic acids such as lactic acid, succinic acid etc [109]–[111], but, none has assessed its use for the pro-duction of cellulolytic and xylanolytic enzymes using raw oil palm frond leaves as growth substrates.  SSF is generally defined as the growth of microorgan-isms on solid material in the absence or near absence of free water [112]. It has been well established from previous studies that enzymes produced in SSF systems are several folds higher than in submerged fermentation (SmF) sys-tems [113]. Enzyme production through SSF has ad-vantages such as process is simple, it is cost effective, high concentration of products, reduced energy requirement, less effluent released thus reduces pollution, aeration pro-cess is easier, resembles the natural habitat of some fungi and bacteria and easier downstream processing [114]. In line with the basic requirement for all living crea-tures, fungi require three essential components to sustain life, which includes air (for aerobic fungi), water and nutri-tion (food). Most fungi are aerobes and digest a vast array of organic matter. The availability of water is one of the major factors that can be controlled to either prevent or enhance fungal growth and involved in primary metabolic processes such as secretion of enzymes, sustained enzyme activity and subsequent breakdown of complex substanc-es, dissolution and absorption of nutrient solutes as well as in secondary metabolic processes. A certain level of “free” water (moisture) which is unique to various fungi is re-quired for fungal growth to occur. Free means not bound to other molecules or to the cell wall. Cellulolytic and en-zyme production depends greatly on the moisture to sub-strate ratio and the moisture requirement varies with mi-croorganisms and type of substrate. In light of this, mois-ture content is therefore an essential SSF parameter and has become imperative to optimize the culture conditions for this newly isolated R.oryzaeUC2 towards the enhance-ment of cellulase and xylanase productions forming the main focus of this study. 
2 MATERIALS AND METHODS  
2.1. Materials All chemicals used in this work were produced by Sigma-Aldrich, USA and EMD Chemicals Germany. The 

fungal strain used was isolated from decaying OPEFB and molecularly identified as Rhizopus oryzaeUC2.  
2.2. Preparation of Inoculum The inoculum was prepared by maintaining the fun-gus on PDA plates at 30˚C for 7 days.  R.oryzaeUC2 spores were harvested according to the method of Ang et al. 2013.   The spores were then diluted to obtain the spore in-oculum of 2.0×108 spores/g of ground OPFL.  
2.3. Production of Cellulolytic and Xylanolytic Enzymes and Optimization of Moisture Content in Solid-State Fermentation  The OPFL was ground into smaller particle sizes us-ing a table blender (NL9206AD-4, Philips UK); particles size of 1-3 mm. The solid-state fermentation (SSF) was prepared by moistening the sieved OPFL with appropriate volumes of the production medium and spore suspension of R.oryzaeUC2 (2.0×108 spores/g of OPFL) until final mois-ture levels of 40 %, 60 %, 70 %, 80 %, 90 % was achieved.  The final moisture levels of the OPFL substrates were de-termined using a moisture analyser (MX50, A&D Weigh-ing Co., Ltd., Japan).  The flasks containing the OPFL sub-strates plus the production medium were autoclaved at 121 ˚C and 20 psi for 20 mins followed by inoculation with the fungal spores.  The production medium consisted of a modified Mendel medium [115] with adjustments  made with the increase in yeast 1.25g/L, peptone 1.0 g/L and 2mL of Tween 80. Production media set at an initial pH 5.0 us-ing 1M NaOH and 1M HCl. All inoculated flasks were in-cubated at 30 ˚C for 7 days and 4 g of the fermented OPFL substrates were drawn every 24 h intervals for cellulases and xylanase analysis. 
2.4. Extraction of Crude Enzymes and Analysis of Cellu-lase and Xylanase Activities Fermented substrate of approximately 2 g was trans-ferred into a 250 mL Erlenmeyer flask containing 50 mL of cold 0.05M sodium acetate buffer.  The suspension was vortexed at maximum speed for 1 min to extract the cellu-lases and xylanase enzymes.  The mixture was centrifuged at 4000 rpm for 20 min and the supernatant used as crude enzymes source was decanted. The crude enzyme cocktails containing cellulases and xylanase were stored at -20°C prior to assay to prevent enzyme degradation.The EnG, ExGl and BGL activities were considered to represent the cellulase activity of the crude enzyme.  A glucose calibra-tion curve was used to estimate the (carboxymethylcellu-lase, CMCase), and ExG (filter paper, FPase) activities, a ρ-nitrophenol (ρNP) calibration curve was used to estimate the βGL activity while a xylose calibration curve was used to estimate xylanase activity.  All calibration curves were determined using a set of triplicate preparations to mini-mize error in the respective assays. The enzyme activities were assayed in triplicates and the activity of each type of 
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enzyme was estimated based on standard procedure rec-ommended by IUPAC [116].  Xylanase activity was as-sayed under the same conditions as above except birch-wood xylan 1% (w/v) was used as the substrate[117]. One unit of exoglucanase activity is expressed as 1 μmole of glucose liberated per ml of enzymes per minute and one unit of xylanase activity is expressed as 1μmole of xylose liberated per ml of enzyme per minute. All reaction mix-tures above were boiled for 5 mins with 1 mL 3,5-dinitrosalicylic acid (DNS) solution and 2 drops of  0.1 M sodium hydroxide to estimate the reducing sugars re-leased [118]. BGL production was done according to a modified method of Takashima et al., 2007 [119]. One unit of β-glucosidase activity is expressed as 1μmole of ρ-nitrophenol liberated per ml of enzyme, per minute.   
3 RESULTS AND DISCUSSION  

Filamentous fungi play invaluable role in the earth’s carbon cycle. This fit is made possible by the groups of hydrolytic and oxidative enzymes they produce that drives the recycling of carbon through efficient decomposi-tion of plant cell wall materials. 
Our results showed that enzyme activity was influ-enced by moisture content variation which is unique to the fungal species and nature of substrate used. This affects both fungal growth and secondary metabolism [120]. The production of cellulases and xylanase by R. oryzaeUC2 in SSF for 7 days using OPFL as growth substrates, at 2.0 × 108 spores/g inoculum size and at initial pH of 5.2 was test-ed in moisture content ranging from 40 – 90 %. 40 % mois-ture content was best suited for the production of CMCase (Figure 3.1), FPase, β-glucosidase and xylanase revealing yields of 112.13±0.10 U/g, 13.0±0.29 U/g, 145.47±0.32 U/g and 205.05±0.14 U/g respectively. These highest activities were all recorded on the 5th day except β-glucosidase which was on the 6th day. A similar result of SSF moisture content optimization was reported by Battaglino et al 1991 using Aspergillus oryzae. The substrates with high moisture may have presented an impediment to oxygen transfer that consequently constituted an adverse environment for fungal growth and enzyme production. 
 

 

 
Figure 3.1 Highest CMCase activities on different moisture content (%) 

Β-glucosidase is the cellulase enzyme that acts direct-ly on the dimeric glucose molecule cellobiose, converting it to monomeric glucose units. In this study Β-glucosidase recorded the highest activity among the cellulase enzymes which may imply that R.oryzaeUC2 is a cellobiose-utilizing fungi [121], [122] which can promote saccharification. 
Being the first report on the use of OPFL as growth substrate using R.oryzaeUC2, we have limited works to compare with since the effect of moisture variations in en-zyme production not only vary with microorganism used but also to a large extent the nature of substrate used. 

4 CONCLUSION  
From the results of the study we conclude that for the production of cellulase and xylanase enzymes using R.oryzaeUC2 in SSF, a moisture content of 40 % is the opti-mum and that raw OPFL is a promising growth substrate for the enzymes production. Future works include investi-gation of other SSF parameters, biochemical characteriza-tion of the enzymes, optimization using Response Surface Methodology (RSM) and assessment of degrada-tion/saccharification of OPFL. 
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